Cell nuclei image segmentation using U-Net and DeepLabV3+ with transfer learning and regularization
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ABSTRACT

Semantic nuclei segmentation is a challenging area of computer vision. Accurate nuclei segmentation can help medics in diagnosing many diseases. Automatic nuclei segmentation can help medics in diagnosing many diseases such as cancer by providing automatic tissue analysis. Deep learning algorithms allow automatic feature extraction from medical images, however, hematoxylin and eosin (H&E) stained images are challenging due to variability in staining and textures. Using pre-trained models in deep learning speeds up development and improves their performance. This paper compares DeepLabV3+ and U-Net deep learning methods with the pre-trained models ResNet-50 and EfficientNetB4 embedded in their architecture. In addition, different regularization and dropout parameters are applied to prevent overtraining. The experiment was conducted on the PanNuke dataset consisting of nearly 8,000 histological images and annotated nuclei. As a result, the ResNet50-based DeepLabV3+ model with L2 regularization of 0.02 and dropout of 0.7 showed efficiency with dice coefficient (DCS) of 0.8356, intersection over union (IOU) of 0.7280, and loss of 0.3212 on the test set.
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1. INTRODUCTION

Medical image segmentation is a traditionally challenging area of research in computer vision. For many years now, nuclei segmentation on histological images has been a current area of research. The size of the cell nucleus is key to cancer diagnosis, as changes in its size and shape often indicate malignant cell transformation [1]. Globally, cancer remains a major cause of death, with millions of new cases and deaths registered every year [2]. In the Republic of Kazakhstan, the cancer incidence rate is steadily increasing, indicating a growing public health problem [3]. Segmenting the area and mapping the contours of the nuclei on histological images can help to reduce statistics in early diagnosis. There are traditional segmentation methods, such as manual segmentation, where an expert manually highlights areas of interest on images, but this method can be time-consuming, especially with large amounts of data [4]. It can also include thresholding and clustering methods, including K-means-based methods [5], which automate the process of structure extraction, but these methods can also face difficulties in separating overlapping or closely spaced objects [6]. Hematoxylin and eosin staining (H&E) is used to highlight nuclear and cytoplasmic structures in
tissues, where hematoxylin stains the nuclei blue and eosin stains the cytoplasm pink [7]. Tissue slices are then digitized using scanners, turning them into digital images. The complexity of digital histological images is due to variability in staining, patterns, density and overlap of cellular structures, presence of artifacts, and high-resolution images [8]. To analyze and segment objects of interest, advanced architectures are needed. Recently, there have been many developments in deep learning, namely convolutional neural networks (CNNs) for visual analysis. CNNs are characterized by the depth and available convolution kernels and greater adaptability [9]. However, they also have the disadvantages of having a large amount of partitioned data, can also encounter difficulties in generalizing to real data, and requiring tuning of filter sizes and more computational resources [10]. To overcome some of the limitations of CNNs, pre-trained models on big data can be introduced into the main convolutional layers, this can help to speed up the learning process and transfer already extracted features and knowledge to new tasks, reducing the need for large amounts of data [11], [12]. Complex architectures with a large number of parameters and filters, often face overtraining problems, when a model is not able to analyze unfamiliar images well [13]. To overcome overtraining, CNNs use regularization methods such as dropout, which eliminates random neurons during training to increase the generalizability of the model. Other methods, including regularization, add penalties for large weights, increasing stability and reducing dependence on noise in the data [14]. In our study, this experiment was performed on an extensive dataset for nuclei segmentation on H&E images, where noise and intensity analysis of regions of interest was performed, we also compared the performance of the deep learning model with pre-trained deep learning models and adapted regularization parameters. The main contributions and innovations of this paper are as follows:

- Development and comparison of deep learning methods for cell nuclei segmentation: our work contributes to the field of automatic nuclei segmentation of cell nuclei by comparing the performance of two advanced deep learning methods, DeepLabV3+ and U-Net, with the inclusion of pre-trained models ResNet-50 and EfficientNetB4.
- Applying transfer learning and regularization to improve performance: to prevent overtraining, different regularization methods were applied to the four learned models.
- Experimental study on the PanNuke dataset: an experiment was conducted on the extensive PanNuke dataset containing about 8,000 histological images, with a variety of staining and nuclei sizes.

This study offers insights into optimizing cell nuclei segmentation methods, which could improve automated analysis of histological images and help medical professionals in the diagnosis of cancer and other diseases. The raw data for the study were taken from an open source on Kaggle: cancer institutional segmentation and classification dataset. All materials related to model code and training are available upon request to support transparency and validation of our results.

2. LITERATURE REVIEW

This section presents research on nuclei segmentation on H&E stained images. Many methods have been developed, but despite significant advances in medical imaging, the problem of accurate and efficient nuclei segmentation remains relevant. The complexity of the task is due to the high degree of variability in the staining, shape, and size of nuclei from different organs, as well as the presence of overlapping structures and artifacts in tissue samples [15], [16]. Deep neural networks (DNNs) especially CNNs show better results in contrast to traditional image processing algorithms [17]. Currently, there are many methods based on CNNs, they differ in architecture, encoder and decoder layer configuration, and additional blocks.

The U-Net [18] model developed specifically for bio-medical segmentation tasks is characterized by a symmetric architecture, also the presence of skip connections, to transfer features between the encoder and decoder directly, it has shown good results, especially on small datasets, however, it has disadvantages in limited perception of the global context of the image [19]. Many developments and modifications of the classical U-Net exist, additional blocks of attention [20], residuals are introduced, and other multiscale approaches [21]. The paper by Li et al. [22] presents a novel dual U-Net architecture aimed at addressing the complex challenge of nucleus segmentation in gliomas, the model uses a dual upsampling path structure combining a classification model for boundary segmentation and a regression model for distance map prediction, according to the results F1-score is 0.82 and Jaccard index is 0.66. The MIU-Net model developed for nuclei segmentation of histological images, by Li and Li [23], includes modified nucleation modules and attention mechanisms, with AUC results of 0.92. DCSA-Net model for cell nuclei segmentation on histopathological images by Sumon et al. [24] it uses a combination of convolutional and spatial attention mechanisms, with results accuracy of 96.4%, and dice 73.2%. Besides skip-connection-based models, other architectures for semantic nuclei segmentation have been developed. The NucleiSegNet model of Lal Shyam, et al. proposes an architecture for deep nuclei segmentation in liver cancer histopathological images, the architecture includes a robust residual block, a bottleneck block, and an attention decoder block [25].
Model CIA-Net by Zhou et al. [26] for segmenting nuclei instances in pathology images, this network leverages spatial and texture relationships between nuclei and contours, enhancing accuracy and robustness. CNNs architectures use pre-trained weights to carry learned semantic cues in addition to the underlying models, improving performance [27].

Efficient U-Net++ [28], a model combining U-Net++ [29] with the EfficientNet backbone, it utilizes pre-trained EfficientNet from B0 to B5 trained on ImageNet [30] the model’s decoder block links to the EfficientNet encoder through nested dense convolutional blocks. The WBC-Net model [31], based on U-Net++ and ResNet [32], is intended for leukocyte cell segmentation, it includes a context-aware feature coder with residual blocks and mixed skip paths on dense convolutional blocks for feature association. In addition to ResNet and EfficientNet, other architectures such as inception [33], DenseNet [34], and VGG are being integrated into complex CNNs [35] frameworks to improve performance. Complex models, enhanced by combining architectures and adding layers, risk overfitting, to counter this, data augmentation diversifies training data [36], regularization penalizes complexity, and dropout reduces dependency on specific neuron pathways, aiding generalization [37]. In summary, the choice of a model for nuclei segmentation depends on a balance between complexity and efficiency, taking into account staining variability, image resolution, and the need for accurate contouring, which can assist clinicians in the diagnosis of multiple diseases.

3. METHODS AND MATERIALS

In this study, experiments were conducted using four deep models, namely U-Net with pre-trained ResNet-50 [38], U-Net with EfficientNetB4 [39] and DeepLabV3+ with transfer ResNet-50 [40] also DeepLabV3+ with EfficientNetB4 [41]. This section describes all the technical details of the implementation of the models. This section describes the technical specifications of the models, along with the differences in implementation.


The U-Net architecture with ResNet-50 as an encoder combines the advantages of both models to create a new architecture for image segmentation tasks. U-Net is characterized by an encoder-decoder structure with missing links, while ResNet-50, trained on the ImageNet dataset [42], implements short links that are either identity mappings or projective short links, using 1×1 convolutions for size matching, which are particularly effective for size scaling. The integration of ResNet-50, a deep CNN with residual learning, improves the encoding part of U-Net. The study modified the model by adding additional convolutional blocks, which is a double convolutional layer with batch-normalization [43] and ReLU activation [44]. L2 regularization is implemented in all convolutional layers with a factor of 0.01 [45]. Dropout was integrated into the model as well to prevent neuronal co-adaptation, applying it with different intensities in different parts of the model [46]. In the convolutional block, a dropout rate of 0.2 is used, which means that 20% of neurons are excluded at each training step, promoting diversity in learning and reducing the risk of overtraining. In deeper layers of the decoder, the dropout rate is increased to 0.5.

3.2 U-Net with efficientNetB4 (U-Net ef4)

The U-Net ResNet50 model is a modified version of U-Net integrated with the EfficientNetB4 convolutional network. This model includes convolutional blocks that contain a pair of convolutional layers with L2 regularization and an intermediate dropout set at 0.25 to reduce overtraining. Batch-normalization and ReLU activation operations following the convolutional layers help to improve the nonlinearity of the data representation, shown in Figure 1. Max-pooling compressive blocks reduce dimensionality, increasing abstraction and reducing computational requirements, while expanding blocks including transposed convolution and concatenation operations provide detailed image reconstruction. Figure 2 displays the overall architecture of U-Net with a pre-trained backbone.

3.3 DeepLabV3+ with ResNet-50 (DLV3+ResNet50)

The study utilizes a modified DeepLabV3+ architecture for semantic image segmentation using the atrous spatial pyramid pooling (ASPP) approach combined with a pre-trained ResNet50 network [47]. In the ASPP block used in the architecture, the main input data passes through four parallel processing paths. The first path involves averaging pooling, which compresses the input image to a single representation, then applies 1×1 convolution to extract features, shown in Figure 3, reconstructed to the original image size using bilinear upsampling. The remaining three paths contain 3×3 atrous convolutions with sparsity ratios that allow the network to process features at different spatial scales, each with batch normalization and ReLU activation.
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additional convolutional layers to the model, introducing L2 regularization and dropout to prevent overtraining. The pre-trained EfficientNetB4 baseline model serves as the basis for feature extraction, applying scaling mechanisms to optimize network depth and resolution. The extracted features from the EfficientNetB4 intermediate layers are fed into ASPP and subsequent convolutional and upsampling layers. Figure 4 illustrates the overall architecture of DeepLabV3+ with a pre-trained backbone. Then in the following section, the differences in parameters and the remaining characteristics of the models will be summarized.

Figure 4. DeepLabV3+ architecture with pre-trained backbone

3.5. Comparison of parameters of deep learning models

The section compares four deep learning model architectures used in the research experiment for nuclei segmentation, based on different methods, dropout degree, convolution kernels used, L2 regularization coefficients, basis networks, and total number of parameters. The analyses are described in Table 1. In the research experiment for nuclei segmentation, additional convolution layers were introduced in U-Net and DeepLabV3+ models based on different underlying networks ResNet50 and EfficientNetB4 with different parameters also dropout and L2-regularisation parameters were introduced. The choice of dropout and L2-regularisation values for the models was done to balance feature extraction power and robustness to overfitting, taking into account the architecture and parameters of each network. In contrast, models integrated with EfficientNetB4, assuming a more efficient use of parameters, allow a lower dropout level, to 0.25 for DeepLabV3 and the application of a more lenient L2-regularisation (0.01), promoting the preservation of important traits while reducing the risk of overtraining.

<table>
<thead>
<tr>
<th>Model</th>
<th>Method</th>
<th>Dropout</th>
<th>Kernel</th>
<th>L2</th>
<th>Backbone</th>
<th>Parameters (M)</th>
<th>Size (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net ResNet50</td>
<td>Conv, Transpose</td>
<td>0.7</td>
<td>3*3</td>
<td>0.01</td>
<td>ResNet50</td>
<td>15.676.865</td>
<td>59.80</td>
</tr>
<tr>
<td>U-Net eff4</td>
<td>Conv, Transpose</td>
<td>0.5</td>
<td>3*3</td>
<td>0.01</td>
<td>EfficientNetB4</td>
<td>14.932.072</td>
<td>56.96</td>
</tr>
<tr>
<td>DLV3+ ResNet50</td>
<td>ASPP</td>
<td>0.7</td>
<td>3*3</td>
<td>0.02</td>
<td>ResNet50</td>
<td>30.462.849</td>
<td>116.21</td>
</tr>
<tr>
<td>DLV3+ eff4</td>
<td>ASPP</td>
<td>0.25</td>
<td>3*3</td>
<td>0.01</td>
<td>EfficientNetB4</td>
<td>14.306.600</td>
<td>54.58</td>
</tr>
</tbody>
</table>

3.6. Dataset description

Dataset with nuclei PanNuke [48] is a set of 7,901 masked images designed for nuclei segmentation and classification on slides of cancer-affected tissue images. It includes about 200,000 annotated nuclei. The dataset has been semi-automatically annotated and has undergone quality control by clinical experts to
create data that approximates real-world clinical conditions. Figure 5 shows some sample images and annotated masks from the dataset. As shown in examples from the PanNuke dataset, the images demonstrate the diversity of nuclei shapes and sizes in cancer tissues. This highlights the complexity of the conditions that models must cope with when analyzing cancer tissues.

3.7. Evaluation assessment metrics

In this research work, four metrics namely dice coefficient (DCS), intersection over union (IOU), accuracy (Acc), and dice loss (Loss) are used to evaluate the performance of deep CNNs [49]. According to the equation, it is used to calculate the shift of the center of change along the image axis. DCS is the rate of overlap between the prediction and the given binary labels calculated using an equation. IoU metric calculated by equation. Acc metric is the exact classification of each pixel is calculated using equation. Dice loss further referred to hereafter as loss was chosen as the loss function instead of binary cross-entropy because it is effective in tasks with non-uniform class distribution, typical of medical segmentation, where exact matching of predicted masks with real masks is important [51].

\[
DCS = \frac{2TP}{TP + FP + FN} \\
\text{IoU} = \frac{TP}{TP + FP + FN} \\
\text{Acc} = \frac{TP + TN}{TP + FP + FN + TN} \\
\text{Loss} = 1 - \sum_{k=0}^{2^{N_k}} \sum_{i=1}^{N_i} \frac{2w_k \sum_{j=1}^{N_j} p(k^n,i)g(k^n,i)}{\sum_{j=1}^{N_j} p^2(k^n,i) + g^2[(k^n,i)]}
\]

Where DCS is calculated as twice the intersection of predicted and true positives (TP) divided by the sum of TP, false positives (FP), and false negatives (FN). IoU is calculated as the ratio of the intersection of TP to the union of these areas (TP, FP, and FN) [52]. Acc is an overall measure of classification correctness, which is calculated as the proportion of correctly classified cases (TP and true negative TN) out of all cases (TP, TN, FP, and FN). Also, loss is a weighted sum that takes into account the probabilities (p) of the model predictions and the true values (g), with a weight of wi equal to class i. These metrics are necessary to evaluate the performance of neural networks.

3.8. Technical and software implementation details

The Google Colab [53] collaboration environment provided the necessary infrastructure for code execution and model training. The computational experiments in the study were performed on an NVIDIA Tesla V100 GPU, which has 5,120 CUDA cores, 640 tensor cores and is equipped with 16/32 GB of HBM2 memory to efficiently process complex machine learning tasks [54]. The study used Python version 3.10.12 for scripting and data manipulation, and TensorFlow version 2.15.0 for implementing and training neural network models [55].

Figure 5. Several sample images and masks from the PanNuke dataset
4. RESULTS AND DISCUSSION

The study results are presented as tables showing the mean values and standard deviation for the metrics and models on the training and validation data. Results from the test set are also presented, results have been rounded to four decimal places. The batch size is 8, the optimizer is Adam, and the learning rate for each set was adjusted dynamically depending on the iteration results and the number of epochs, with an initial value of 1e-4, which is 0.0001. The PanNuke dataset, consisting of 7,901 images and annotated masks, was divided into training 4,297 images, validation 1,075 images, and test 1,344 image sets. The masks were transformed so that the pixel values were 0.1 and the images were scaled so that the pixel values ranged from 0 to 255. The number of epochs was set to 120. Table 2 shows the results of the training set.

On the training dataset, the U-Net ResNet50 and DLV3+ ResNet50 models show similar DCS of 0.89 ± 0.06, SN of 0.93 ± 0.03, and IOU of 0.87 ± 0.05, but U-Net ResNet50 has high accuracy of 0.98 ± 0.01 and lower loss of 0.16 ± 0.88. It is important to note that despite the higher standard deviation in the error value, the DLV3+ ResNet50 model maintains competitive DCS and IOU performance, which may indicate its robustness to different data conditions. On the other hand, the U-Net eff4 model, despite its slightly higher error value, shows stable performance in all metrics, which may provide reliable segmentation in practical applications.

The U-Net eff4 model has a similar DCS of 0.89 ± 0.06 and accuracy of 0.97 ± 0.01 with DLV3+ ResNet50, but a lower IOU of 0.85 ± 0.06. On the other hand, the DLV3+ eff4 model has an accuracy of 0.98 ± 0.01 and a low loss of 0.06 ± 0.19, but performance is lower than the other models where DCS 0.87 ± 0.04 and IOU 0.83 ± 0.05. Table 2 shows the results from the validation set.

On the validation dataset, U-Net ResNet50 and U-Net eff4 models showed similar DCS values around 0.80 ± 0.05 and slightly higher accuracy 0.94 ± 0.01 compared to the other models. However, U-Net eff4 slightly outperformed U-Net ResNet50 in SN value and IOU, reaching 0.83 ± 0.05 and 0.81 ± 0.05, compared to 0.81 ± 0.07 and 0.81 ± 0.05 for U-Net ResNet50.

DLV3+ ResNet50 had a slightly higher loss 0.26 ± 0.08 and lower DCS 0.83 ± 0.05 compared to U-Net models. However, this model had a lower IOU of 0.71 ± 0.01. DLV3+ eff4 showed a lower loss at 0.25 ±0.31 and comparable accuracy of 0.94 ±0.01 compared to DLV3+ResNet50, but had the lowest DCS at 0.75 ±0.08 and the lowest IOU at 0.68 ±0.05. Further Table 4 shows the results of the test set consisting of 1,344 images and annotated masks.

<table>
<thead>
<tr>
<th>Model</th>
<th>Loss</th>
<th>Acc</th>
<th>DCS</th>
<th>SN</th>
<th>IOU</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net ResNet50</td>
<td>0.16 ±0.88</td>
<td>0.98 ±0.01</td>
<td>0.89 ±0.06</td>
<td>0.93 ±0.03</td>
<td>0.87 ±0.05</td>
</tr>
<tr>
<td>U-Net eff4</td>
<td>0.12 ±0.48</td>
<td>0.97 ±0.01</td>
<td>0.89 ±0.06</td>
<td>0.92 ±0.03</td>
<td>0.85 ±0.06</td>
</tr>
<tr>
<td>DLV3+ ResNet50</td>
<td>0.25 ±1.66</td>
<td>0.97 ±0.01</td>
<td>0.89 ±0.06</td>
<td>0.94 ±0.03</td>
<td>0.90 ±0.05</td>
</tr>
<tr>
<td>DLV3+ eff4</td>
<td>0.06 ±0.19</td>
<td>0.98 ±0.01</td>
<td>0.87 ±0.04</td>
<td>0.91 ±0.03</td>
<td>0.83 ±0.05</td>
</tr>
</tbody>
</table>

Figure 6. Dynamics of Acc

The performance of four models, U-Net ResNet50, U-Net eff4, DLV3+ResNet50, and DLV3+ eff4 were evaluated on the test dataset. The DLV3+ ResNet50 model showed the highest values of DCS of 0.8356.
IOU of 0.7280, and accuracy of 0.9455. The U-Net ResNet50 and U-Net eff4 models showed similar DCS and IOU values of 0.8286 and 0.8116 for U-Net ResNet50, and 0.8138 and 0.7911 for U-Net eff4 and accuracy of 0.9474 and 0.9458. On the other hand, the DLV3+eff4 model showed the lowest DCS values of 0.6419 and IOU of 0.4893 and a lower accuracy of 0.9166. Table 5 shows the results of training time and average model output time.

According to the results of learning time and inference, the U-Net ResNet50 model has an average inference time of about 0.93 seconds and a learning time of about 37.42 minutes. The U-Net eff4 model shows an average inference time of about 0.88 seconds and a longer training time of about 43.65 minutes. On the other hand, DLV3+ResNet50 has a faster average inference time of about 0.50 seconds and a learning time of about 23.37 minutes, while DLV3+ eff4 shows an average inference time of about 0.64 seconds and a learning time of about 34.41 minutes. Based on this information, the DLV3+ResNet50 model provides a relatively faster inference time and shorter learning time compared to the other models, making it an advantageous option for implementation. Figure 11 shows a comparison of the original images, the annotated masks created by the experts, and the segmentation results generated by the four models. The model predictions are expressed in three colors, where blue indicates correct objects, red indicates model errors, and green indicates missing areas.

Table 3. Performance evaluation on the validation set (mean ± standard deviation)

<table>
<thead>
<tr>
<th>Model</th>
<th>Loss</th>
<th>Acc</th>
<th>DCS</th>
<th>SN</th>
<th>IOU</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net ResNet50</td>
<td>0.30 ±0.25</td>
<td>0.94 ±0.01</td>
<td>0.80 ±0.05</td>
<td>0.81 ±0.07</td>
<td>0.81 ±0.05</td>
</tr>
<tr>
<td>U-Net eff4</td>
<td>0.22 ±0.16</td>
<td>0.95 ±0.01</td>
<td>0.80 ±0.05</td>
<td>0.83 ±0.05</td>
<td>0.81 ±0.05</td>
</tr>
<tr>
<td>DLV3+ ResNet50</td>
<td>0.26 ±0.08</td>
<td>0.94 ±0.00</td>
<td>0.81 ±0.05</td>
<td>0.81 ±0.09</td>
<td>0.71 ±0.01</td>
</tr>
<tr>
<td>DLV3+ eff4</td>
<td>0.25 ±0.31</td>
<td>0.94 ±0.01</td>
<td>0.75 ±0.08</td>
<td>0.83 ±0.03</td>
<td>0.68 ±0.05</td>
</tr>
</tbody>
</table>

Figure 7. Dynamics of loss

Figure 8. Dynamics of DCS
Table 4. Performance evaluation on the validation set (mean ± standard deviation)

<table>
<thead>
<tr>
<th>Model</th>
<th>Loss</th>
<th>Acc</th>
<th>DCS</th>
<th>SN</th>
<th>IOU</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net ResNet50</td>
<td>0.3272</td>
<td>0.9474</td>
<td>0.8286</td>
<td>0.8116</td>
<td>0.7121</td>
</tr>
<tr>
<td>U-Net eff4</td>
<td>0.2827</td>
<td>0.9458</td>
<td>0.8138</td>
<td>0.7911</td>
<td>0.7111</td>
</tr>
<tr>
<td>DLV3+ ResNet50</td>
<td>0.3212</td>
<td>0.9455</td>
<td>0.8356</td>
<td>0.8570</td>
<td>0.7260</td>
</tr>
<tr>
<td>DLV3+ eff4</td>
<td>0.3543</td>
<td>0.9166</td>
<td>0.6419</td>
<td>0.5212</td>
<td>0.4893</td>
</tr>
</tbody>
</table>

Table 5. Model training and inference time

<table>
<thead>
<tr>
<th>Model</th>
<th>Inference time (s)</th>
<th>Training time (min)</th>
</tr>
</thead>
<tbody>
<tr>
<td>U-Net ResNet50</td>
<td>0.3272</td>
<td>0.9474</td>
</tr>
<tr>
<td>U-Net eff4</td>
<td>0.2827</td>
<td>0.9458</td>
</tr>
<tr>
<td>DLV3+ ResNet50</td>
<td>0.3212</td>
<td>0.9455</td>
</tr>
<tr>
<td>DLV3+ eff4</td>
<td>0.3543</td>
<td>0.9166</td>
</tr>
</tbody>
</table>

Figure 9. Dynamics of IoU

Further in Figure 12, several examples are displayed prediction contours are plotted on the images to compare the four models. This visualization method, shown in Figure 12, allows a direct comparison of how closely the predicted boundaries of each model match the actual contours of the cell nuclei. Together, Figures 11 and 12 provide a complete visual assessment of the model’s performance in cell nuclei segmentation. It is possible to create a system based on a DNN that displays nuclei segments and separately visualizes nuclei contours in the image.

Figures 13-15 are plots of the DCS, IOU, and Acc metrics to visually compare the models across the three dataset sets, in percentages. These graphs enable a straightforward evaluation of each model’s
performance metrics. They help highlight the strengths and weaknesses of the models across different conditions and dataset variations.

DLV3+ ResNet50 leads the performance with a DCS of 83.56% on the test set, showing its advantage over the others. U-Net ResNet50 and U-Net eff4 remain competitive in all phases, their performance is close or slightly behind, in particular 82.86% and 81.38% respectively on the test set. DLV3+ eff4, having started with 87% in training, falls to 64.19% in the test, showing a decline. This decline for DLV3+ eff4 suggests that it may be overfitting the training data, as evidenced by its high performance in training relative to its significantly lower test results.

Figure 11. Examples of cell nuclei segmentation by the models, where blue corresponds to correct segments, red to extra pixels, and green to missing pixels in addition to areas of critical regions highlighted by white squares

Figure 12. Examples of cell nuclei contours by models in images, where yellow squares indicate errors and blue missing segments

Analysis of IOU values in training, validation, and test sets. In the training phase, the DLV3+ ResNet50 model leads with an IOU score of 90%. In the test set, the models differ further and DLV3+ ResNet50 again leads with 72.80%, followed by U-Net ResNet50 and U-Net eff4 with 71.21% and 71.11%. DLV3+ eff4 shows a significant performance drop in the test set with an IOU of 48.93%, suggesting that the degree of generalization is low on the unfamiliar set, and further tuning is required. The observed performance degradation of DLV3+ eff4, especially during the testing phase, highlights potential problems with its ability to generalize, which is very important for practical applications. Improvements to the model architecture or training procedures, such as integrating regularization strategies or adjusting hyperparameters, can mitigate this overfitting problem.
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In Figure 15, when training U-Net ResNet50 and DLV3+ eff4 achieve high accuracy reaching 98%. The U-Net eff4 is slightly in the lead with an accuracy of 95%, while the other models are almost keeping pace. On the test set, U-Net ResNet50 and U-Net eff4 show comparably high accuracies of 94.74% and 94.58% respectively, while DLV3+ ResNet50 also performs strongly at 94.55%. However, the accuracy of DLV3+ eff4 decreases notably to 91.66% in the test evaluation, indicating a decrease in its generalization ability compared to the other models. In summary, DLV3+ ResNet50 and U-Net ResNet50 emerge as top performers, with DLV3+ ResNet50 showcasing percentage in DCS and IOU metrics, and U-Net ResNet50 leading in Acc. This comparative analysis reveals that while DLV3+ eff4 initially demonstrates high training accuracy, its significant drop in performance on the test set points to a limitation in its ability to generalize under varied or unseen conditions.
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**Figure 13.** Comparison of performance evaluation of all models by DCS metric
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**Figure 14.** Comparison of performance evaluation of all models by IOU metric

Through research and experimental studies, the authors concluded that convolutional layers with the added ASPP block, with the pre-trained ResNet-50 model, performed better than the other models for segmenting nuclei on a histological dataset for relatively short training and inference times. The introduction of the ASPP block into the Deeplabv3+ network architecture allows for more efficient capture of contextual information at different scales, which holds promise for the development of a system for nuclei segmentation in the future, however, despite the encouraging results, the study highlights the need for further analysis under the influence of different noise levels as well as testing on different color variations [56]. Regularization techniques such as dropout and L2 regularization were applied to prevent overfitting. According to [57], [58], the integration of ASPPs and the use of pre-trained models, in particular ResNet-50, can improve medical segmentation tasks through efficient contextual information gathering and knowledge.
5. CONCLUSION
Concluding the comparison between ResNet50 and EfficientNetB4-based U-Net and DeepLabV3+ models for kernel segmentation on the PanNuke dataset, it can be noted that the ResNet50-based DeepLabV3+ model showed superior performance, achieving a dice similarity score (DCS) of 0.8356 and an IOU of 0.7280. This high level of performance can be attributed to the application of a robust dropout coefficient of 0.7 and L2 regularization at 0.02. Given these results, future research should aim at extending the scope of application of the efficient ResNet50-based DeepLabV3+ model beyond its current domain. This includes applying the model to different modalities of medical imaging to evaluate its performance and versatility in different diagnostic scenarios. Future research should explore the model's potential in the early detection of diseases, which may be crucial for patient care. Future studies may also benefit from incorporating cross-validation with a wider range of datasets to confirm the reliability and adaptability of the model. Exploring transfer learning to adapt a pre-trained model on PanNuke datasets to other types of histopathology data, including rare diseases, may provide insight into the generalizability of the model.
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