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ABSTRACT
Advances in the fields of neuroscience and computer science have greatly enhanced the human brain’s ability to communicate and interact with the surrounding environment. In addition, recent steps in machine learning (ML) have increased the use of electroencephalography (EEG)-based BCIs for artificial intelligence (AI) applications. The prevailing challenge in recording EEG sensor data is that the captured signals are mixed with noise, which makes their effective use difficult. Therefore, strengthening the classification stage becomes extremely important and plays a major role in addressing this problem. In this study, we chose five most widely used classification models that obtained the best results in this field and tested them on two open-source databases. We also focused on improving the hyperparameters of each algorithm to obtain best results. Our results indicate excellent results on the first dataset and acceptable for most models on the second, while RF showed superior performance on both with an accuracy of 100% on the first dataset and 86.47% on the second. This was achieved with the lowest training costs, and better performance compared to previous works we evaluated that used the same databases. These results provide valuable insights and advance the development of brain-computer interface (BCI) technology and design.
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1. INTRODUCTION
A brain-computer interface (BCI) is a technology that captures and interprets an individual’s brain signals to perform a desired action. Among the various techniques employed in BCI applications, one of the most widely used is electroencephalography (EEG) [1], [2]. BCI provides a unique opportunity to develop innovative forms of communication technology controlled by the brain, offering significant advantages to individuals with motor impairments [3]. Brain-computer interfaces can be employed to create a range of applications such as brain-controlled prosthetic limbs, adaptive chairs, speech systems, emotion detection, states of focus and attention and more. For instance, interfacing a humanoid robot with this communication system opens up numerous possibilities for replicating human movements, both in terms of physical appearance and the range of motions it can achieve [4], [5]. Several methods can be used to obtain brain signals, including electrocorticography (ECoG), near-infrared spectroscopy (NIRS) and electroencephalography (EEG). The detection and analysis of EEG is referred to as electroencephalography where electroencephalogram (electro=electrical, encephalo=brain, gram=record). An EEG captures the electrical signals generated by brain cells. These signals, also known as local field potentials, are recorded using
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electrodes either placed on the scalp or inserted directly into the cortex, referred to as an electrocorticogram. The monitoring of EEG can occur in various contexts, such as in response to stimuli (event-related potential or ERP) or in the absence of any specific stimulus, termed spontaneous EEG [6]. EEG has been a fundamental technique in clinical neurology for many years. Bioelectric potentials are created by the electrochemical activity of excitable cells found in neural, muscular, or glandular tissue [7]. The first observations of bioelectric potentials in the brains of rabbits and monkeys date back to the 1870s, thanks to the work of English physiologist Richard Caton. Meanwhile, the human EEG was first identified in 1924 by German psychiatrist Hans Berger, who even believed he had experienced mental telepathy with his sister during a serious accident hundreds of kilometers away [8]. These voltages are generated by the brain’s neuronal activity in response to various external circumstances, events, or stimuli. The examination of EEG rhythms allows for the assessment of shifts in neural activities for clinical diagnosis. EEGs typically exhibit frequencies ranging from 0.5 to 40 Hz and amplitudes between 10 and 200 V [9]. Five distinct EEG rhythms have been identified: delta (0.5-4) Hz, theta (4-8) Hz, alpha (8-13) Hz, beta (13-30) Hz and gamma (over 30 Hz), as shown in Table 1.

Nowadays, many researchers are exploring the integration of deep learning techniques in the world of brain-computer interfaces. However, when it comes to real-world applications, using deep learning requires complex calculations and a deeper understanding of tuning various parameters, including architectural setup and hyperparameters [10]. Therefore, machine learning techniques have become widely used because their results are superior to deep learning techniques. In this study, five machine learning techniques were applied, which are considered common, most widely used, and obtain the best results in this field, support vector machine (SVM), linear discriminant analysis (LDA), k-nearest neighbor (KNN), decision tree (DT) and random forest (RF) were selected for use in this experiment. By comparing the accuracy rates, these five methods are evaluated and compared, with the aim of determining the most effective classifier. Two open-source databases are used. The first contains electroencephalography (EEG) data to detect the state of mental attention, and the second contains brainwave data for the state of concentration for students as shown in Figure 1. In contrast, in most current works, the accuracy is very low, which makes this data not recommended or its use is limited. This is what causes very slow progress in this field. The new results in this work are better than the current works in terms of the accuracy obtained, thanks to the methods of data processing and improving the machine learning algorithms used in this study. The remainder of the paper is structured as follows: the “Previous works” part highlights earlier research in this field, and the “Material and methods” section describes the data and machine learning methods utilized in this study for categorization. After then, the numerical evaluation, a thorough description of the techniques and instruments employed in the inquiry, and the stages of the applied aspect are explained in the “Experimental setup” section. The EEG classification, discussion and conclusion are presented in the “Results and Discussion” section. In the “Conclusion” section, we offer a summary at the conclusion.

Table 1. Classification of frequency bands

<table>
<thead>
<tr>
<th>Brain wave</th>
<th>Frequency (Hz)</th>
<th>Amplitude</th>
<th>Brain states</th>
</tr>
</thead>
<tbody>
<tr>
<td>delta (∆)</td>
<td>0.5-4</td>
<td>higher</td>
<td>deep sleep, deepest meditation</td>
</tr>
<tr>
<td>theta (Θ)</td>
<td>4-8</td>
<td>high</td>
<td>drowsiness, dreaming, deeply relaxed</td>
</tr>
<tr>
<td>alpha (α)</td>
<td>8-12</td>
<td>medium</td>
<td>very relaxed, alert, positive attention</td>
</tr>
<tr>
<td>beta (β)</td>
<td>13-35</td>
<td>low</td>
<td>active, attentive, judgment, relaxed</td>
</tr>
<tr>
<td>gamma (γ)</td>
<td>&gt;35</td>
<td>lower</td>
<td>concentration, integrated thoughts</td>
</tr>
</tbody>
</table>

Figure 1. Flowchart of using ML techniques to classify EEG-based mental attention and confusion situations
2. PREVIOUS WORKS

Rani et al. [11] claim that when using the same physiological data, support vector machines (SVM) perform the best, featuring an 85.81% classification accuracy, closely followed by a Bayesian network at 74.03%, a regression tree at 83.5%, and a k-nearest neighbor (K-NN) at 75.16%. By utilizing informative information, Bayesian network and K-NN algorithms can perform better. When it comes to physiological signal databases obtained from ten to hundreds of users, SVM exhibits 25% and 33.3% accuracy for three and four emotion categories, respectively. Using Marquardt forward propagation, K-NN, and discriminant function analysis, Nasoz et al. [12] were able to discriminate between six emotions with a classification accuracy ranging from 71% to 83%. Conati [13] proposed that probabilistic models may be created using a process that takes into account the user’s personality, numerous body expressions, and the setting of the interaction. Artificial neural network (ANN) has been used to assess mental fatigue, and the average classification accuracies for the baseline, low task difficulty, and high difficult task states, respectively, were 85%, 82%, and 86% [14]. Fisher created an emotion-recognizer based on SVMs that had accuracy rates for three, four, and five emotion categories of 78.4%, 61.8%, and 41.7%, respectively [15]. K-NN is one of the most popular strategies for categorizing EEG data linked to certain affective/emotional states, according to a thorough survey conducted by Rani et al. [11]. When analyzing EEG data to identify emotion sickness, Yu et al. [16] discovered that K-NN was the most successful classifier. K-NN is said to be very effective for classifying EEG data by Bhattacharyya et al. because it can handle discriminant analysis of challenging probability densities [17]. In the medical industry, RT is frequently used to classify data like EEG, say Wilson and Russell [14]. Additionally, Brown et al. indicate that RT is frequently used to categorize EEG data [18]. Macas et al. [19] classified many emotional states using BN successfully. Rani et al. [11] fully endorse SVM in their study and suggest using it to correctly identify EEG data. Chen and Hou [20] also lend credence to this assertion. Yu et al. [16] and Huang et al. [21] experiments show that SVM can categorize EEG data effectively and with promising results. Because ANN can handle noisy data effectively, Chen and Hou [20] suggest that it is a useful approach for classifying EEG data. These five techniques (decision tree (DT), random forest (RF), neural network (MLP-ANN), K-nearest neighbor (KNN) and support vector machine (SVM)) have been found to be used in most experimental experiments.

3. MATERIAL AND METHODS

3.1. Datasets

3.1.1. EEG data for mental attention state detection (Dataset 1)

An original dataset gathered in [22] consisted of 25 hours of EEG recordings from 5 participants engaged in 34 trials. These recordings were utilized to monitor attention states (focused, unfocused, and drowsy) through passive EEG BCI. During a low-intensity control task, participants operated a computer-simulated train using Microsoft Train Simulator. Throughout the trials, the experiment supervisor closely observed participants, ensuring there were no significant disturbances like movement or speech, and recorded the sessions on video. Each participant took part in 7 trials, with a maximum of one trial per day. The initial 2 trials served as habituation, while the subsequent 5 trials were designated for data collection. EEG data was captured utilizing a modified EMOTIV Epoc EEG headset with its classic wet electrodes. This portable EEG acquisition device offered 12 channels of real-time EEG data at a sampling rate of 128 Hz, a voltage resolution of 0.51 V, and a bandwidth of 0.2-43 Hz. The device was connected to a computer via a wireless Bluetooth link. Electrode positions followed the standard 10-20 system: C3, Cz, C4, F3, Fz, F4, T3, T4, T5, T6, and Pz. Data extraction was accomplished through a customized Matlab script developed based on the eeglogger.m sample program. Each MATLAB file contained the data object acquired from the EMOTIV device during a single experiment.

3.1.2. Confused student EEG brainwave data (Dataset 2)

This dataset [23] was generated through a series of exercises involving 10 university students who watched massive open online course (MOOC) videos. The selected videos aimed to be comprehensible to college students, focusing on subjects like basic algebra and geometry. However, intentionally confusing content was also prepared, featuring topics such as quantum mechanics and stem cell research. In total, 20 videos were prepared, with 10 falling into each category. Each video had a duration of approximately 2 minutes, deliberately ending in the middle of a topic to heighten confusion. The students wore a single-channel wireless MindSet device, which measured activity in their frontal lobes. This device recorded the voltage between an electrode on the forehead and two electrodes (one acting as the ground and another as the reference) attached to the ears. After viewing each video, students rated their confusion level on a scale from 1 to 7. These ratings were further normalized to indicate whether the students were confused or not. This self-labeled confusion was used in conjunction with a pre-specified confusion label. Throughout the data collection process, each student watched ten video clips, resulting in a total of 100 data points. Although
there are over 12,000 rows in the dataset, considering each video clip as a single data point, there are over 120 rows sampled every 0.5 seconds within each data point. Notably, EEG data was collected only during the middle 1-minute segment of each 2-minute video, with the first and last 30 seconds removed. The average values of the highest frequency signals were reported over each 0.5-second interval. More details shown in Table 2.

Table 2. Description of databases

<table>
<thead>
<tr>
<th>Dataset 1</th>
<th>Dataset 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Type</strong></td>
<td>Mental states</td>
</tr>
<tr>
<td><strong>Subject</strong></td>
<td>Confusion situations</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td>5 subjects</td>
</tr>
<tr>
<td><strong>Time</strong></td>
<td>10 students</td>
</tr>
<tr>
<td><strong>Equipment</strong></td>
<td>EMOTIV EPOC + 14 channels</td>
</tr>
<tr>
<td><strong>Channel</strong></td>
<td>Mindset NeuroSky</td>
</tr>
<tr>
<td><strong>Frequency</strong></td>
<td>128 Hz</td>
</tr>
<tr>
<td><strong>Classes</strong></td>
<td>3 classes (focused/unfocused/drowsy)</td>
</tr>
<tr>
<td><strong>Files types</strong></td>
<td>MATLAB file</td>
</tr>
<tr>
<td><strong>Size</strong></td>
<td>584 MB</td>
</tr>
<tr>
<td><strong>Classes</strong></td>
<td>2 classes (attention/meditation)</td>
</tr>
<tr>
<td><strong>Files types</strong></td>
<td>CSV file</td>
</tr>
<tr>
<td><strong>Size</strong></td>
<td>144 MB</td>
</tr>
</tbody>
</table>

3.2. Machine learning

3.2.1. Linear discriminant analysis

Linear discriminant analysis (LDA) is proficient in resolving both binary and multiclass classification challenges. It employs a linear classifier to allocate variables to specific classes. Due to its linear nature, LDA inherits stringent assumptions regarding linearity and normality [24]. It is shares similarities with linear regression and k-means clustering, yet it also differs significantly from both methods. Unlike k-means clustering, which is an unsupervised classification technique, LDA is supervised. This means LDA’s classification is trained on known data, making it a supervised learning method. LDA aims to find the best linear function that can effectively separate data points into specific categories or groups. To achieve this, LDA maximizes the variances between group means, ensuring that the differences between the means of different classes are as large as possible. Simultaneously, LDA minimizes the variances within each group, making the data points within the same class as similar to each other as possible. The main goal of LDA is to strike a balance between enhancing inter-class variation and lowering intra-class variance [25].

3.2.2. Support vector machine (SVM)

SVM is a fundamental and crucial technique for classifying various data points. It categorizes these points, also known as support vectors, by creating a hyperplane using the kernel function. There are different types of kernel functions, including radial, radial-integral, polynomial, and linear kernels. A hyperplane is a plane that passes through the centers of the data points and is responsible for properly separating classes within the given dataset. It ensures the largest margin within the area bounded by the hyperplane. The support vectors, belonging to subgroups +1 and -1, are the closest to the dividing hyperplane and the edge of the slab. By correctly identifying support vectors, the margin can be maximized using appropriate methods [26], [27].

3.2.3. K-nearest neighbors (K-NN)

K-NN is a straightforward supervised machine learning algorithm used for both classification and regression tasks. It operates by referencing a database of data points categorized into different classes and attempts to classify a new sample data point provided to it. K-NN is considered non-parametric as it doesn’t assume anything about the underlying data distribution. K-NN offers several advantages: it is user-friendly, cost-effective to construct, and adaptable for classes with diverse communication patterns. It can be highly effective in certain scenarios where other methods might fail. However, there are drawbacks to KNN as well. Classifying unclassified records can be expensive, requiring the calculation of distances to the k-nearest neighbors. As the method becomes more computationally intensive with larger training sets, accuracy might decrease, especially when dealing with numerous distracting or irrelevant elements. Additionally, KNN is a slow learner as it computes distances across k-neighbors. It retains all the training data without generalizing, making it less efficient in handling large datasets due to costly calculations. Moreover, higher dimensional data can lead to reduced accuracy in defining regions, making it necessary to carefully consider the choice of features when applying the K-NN algorithm [28].
3.2.4. Decision tree (DT)

DT are hierarchical structures used for classifying instances based on their feature values. Each node in a decision tree represents a feature of the instance to be classified, and each branch corresponds to a possible value the node can have. The classification process starts at the root node, where instances are sorted based on their feature values [29]. In the context of data mining and machine learning, DT learning involves using a decision tree as a predictive model. It maps observations about an item to conclusions about the item’s target value. These tree models are also known as classification trees or regression trees [30]. Decision tree classifiers often utilize post-pruning techniques to enhance their performance. These techniques involve evaluating decision trees by using a validation set and removing nodes, assigning them the most common class of the training instances they are associated with [29].

3.2.5. Random forest (RF)

The RF algorithm utilizes the collective strength of multiple DT to make decisions in the field of machine learning [31]. It comprises a set of n decision trees, each generating distinct results for a given input. In this context, the model’s output is determined by the majority of outcomes from these n decision trees. Random forest serves as a notable illustration of ensemble learning [32]. It has the capability to address classification and regression (CART) challenges by employing the bootstrap clustering technique, commonly known as bagging [33].

4. EXPERIMENTAL SETUP

To showcase our work, we utilized the Python environment (version 3.11.3) on a HP EliteBook laptop equipped with an 8th generation Intel Core i7 processor, 16 GB of RAM, and running Windows 11 (64-bit). In the initial stages of both preprocessing and feature extraction, we employed power spectral density (PSD), a method used in signal processing and physics to describe the distribution of power over different frequencies in a signal. It provides information about how the power of a signal is distributed across its frequency components. PSD is particularly useful in analyzing signals that vary over time. The PSD is typically calculated for a continuous signal or a discrete signal. For a continuous signal, the PSD \( S(f) \) is defined as the Fourier transform of the autocorrelation function \( R(t) \) of the signal.

\[
S(f) = \int_{-\infty}^{\infty} R(t)e^{-j2\pi ft} \, dt
\]  

(1)

Here, \( f \) represents frequency, \( R(t) \) is the autocorrelation function, and \( t \) is the time lag. For a discrete signal, the PSD can be estimated using methods such as the periodogram, which is a tool for estimating the spectral density of a signal. The data underwent normalization, a process aimed at reorganizing it to facilitate the application of machine learning algorithms. Data normalization is a technique used in data preprocessing to scale and standardize the features of a dataset. The goal of normalization is to bring the values of different features into a similar range, preventing some features from dominating others in machine learning algorithms that are sensitive to the scale of the input features. This normalization served the dual purpose of eliminating repetitive and disorganized data while ensuring uniformity across all records and fields. In addition to PSD and normalization, the SMOTE technique (synthetic minority oversampling technique) is also an added value in this work. It is a common technique in machine learning to address class imbalance by creating artificial samples for the minority class, and it had a major role and magical effect. In performing algorithms with data and improving results. In Python we use the “imbalance learning” library, commonly referred to as “non-learning”, to implement SMOTE.

Our work was carried out on each database in a separate program, and these steps are common to them: Initially, in our Python program, we imported data files, utilizing the MATLAB format for the first dataset and csv format for the second. Subsequently, we amalgamated all elements from these files into a single table. We proceeded with table level partitioning, defining inputs and outputs, and subsequently fed the data into our machine learning algorithms. During the classification phase for the first database, the classifier was trained to categorize values as 0 (indicating drowsiness), 1 (representing unfocused attention), or 2 (indicating focused attention). For the second database, the classifier discerned values as 0 (Attention <=50) or 1 (Attention>50). In all experiments, we split the datasets into training sets (80%) and test sets (20%). Table 3 shows the number of cases used for training and testing. The classification phase involved a range of classifiers, including LDA, SVM, KNN, DT and RF. Unlike many studies that rely on default algorithm parameters, we fine-tuned and modified these settings multiple times to enhance the performance of each algorithm. Finally, the selection of the most suitable machine learning algorithm was guided by the accuracy measure, with the algorithm demonstrating the highest accuracy being chosen. After selection, we have a ready-made model with an optimal algorithm. Once we’ve selected and finetuned the optimal model,
we’ve taken the extra step to export it into Python (.py) format for computer usage. Additionally, we’ve saved the model in widely used formats such as joblib (.sav) and pickle (.pkl), making it ready for integration into any Android application. This step is driven by the fact that mobile phones are the most ubiquitous communication devices in history [34], and mobile networks enjoy global coverage and are currently the most widely used network type [35]. Moreover, the vast majority of people now possess a mobile phone equipped with internet or network connectivity [36]. By taking this step, we’ve ensured that our work is highly versatile and can be utilized on a wide range of devices.

### Table 3. Distribution of datasets

<table>
<thead>
<tr>
<th>Instances</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data 1</td>
<td>Training: 16,236 (80%) Testing: 4,060 (20%)</td>
</tr>
<tr>
<td>Data 2</td>
<td>Training: 598 (80%) Testing: 200 (20%)</td>
</tr>
</tbody>
</table>

### 5. RESULTS AND DISCUSSION

#### 5.1. Accuracy

In our results evaluation, we utilized the accuracy metric, a fundamental measure for evaluating classification models. Accuracy represents the proportion of correct predictions made by the model. Formally, accuracy is calculated (2).

\[
\text{Accuracy} = \frac{\text{(Total Number of Predictions)}}{\text{(Number of Correct Predictions)}}
\]

In the context of classification, accuracy can also be expressed in terms of true positives (TP), true negatives (TN), false positives (FP) and false negatives (FN) as (3).

\[
\text{Accuracy} = \frac{(\text{TN+TP})}{(\text{TP+FP+TN+FN})}
\]

Where, TP is instances where the model correctly predicts the positive class, TN is instances where the model correctly predicts the negative class, FP is instances where the model incorrectly predicts the positive class and FN is instances where the model incorrectly predicts the negative class. Accuracy provides a clear and intuitive measure of the model’s overall correctness in its predictions. The classification results for all classifiers for each of the two databases used are shown in Table 4.

For the first, the highest accuracy was obtained for RF and DT (100%), followed by KNN (95%), then LDA (78%), then SVM (75.5%). As for the second database, the highest accuracy was obtained using RF (86.47%), followed by SVM (65.09%), then KNN (73.37%), then LDA (65.71%), then DT (78.07%).

Figure 2 represents a flow chart for using the machine learning techniques used in this study and comparing the percentage of accuracy between them, so that Figure 2(a) represents an explanation of the results of mental states data, and Figure 2(b) represents confusion situations.

### Table 4. Machine learning models’ accuracies are typically expressed as percentages

<table>
<thead>
<tr>
<th></th>
<th>SVM</th>
<th>DT</th>
<th>RF</th>
<th>KNN</th>
<th>LDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>DATA 1</td>
<td>75.5%</td>
<td>100%</td>
<td>100%</td>
<td>95%</td>
<td>78%</td>
</tr>
<tr>
<td>DATA 2</td>
<td>65.09%</td>
<td>78.07%</td>
<td>86.47%</td>
<td>73.37%</td>
<td>65.71%</td>
</tr>
</tbody>
</table>

#### 5.2. Confusion matrix

The confusion matrix, a summary of the machine learning model’s performance on the test data used to predict category scores for input instances, serves as an additional tool to evaluate the effectiveness of our classification model. This matrix displays the proportions of true positives (TP), false positives (FP), true negatives (TN) and false negatives (FN) generated by the model in the test data. It helps understand the unpredictability of classification model predictions, enabling us to identify the types of errors that have been made. The confusion matrix results for the top algorithms that achieved the best accuracy for both datasets are shown in Figure 3. Whereas the results for the mental states data are shown in Figure 3(a), Figure 3(b), and the result for the confusion states data are shown in Figure 3(c). When discussing the accuracy results, we find that the RF classifier is the best for both databases, as it achieved 100% accuracy for the first
database and 86.47% accuracy for the second database. RF is an ensemble learning method that combines the predictions of multiple decision trees, which often produces robust and accurate results, especially for complex data sets. For the first database, both the RF and DT classifiers achieved perfect accuracy (100%), indicating that these models were able to accurately classify all data points in the dataset. KNN achieved an accuracy of 95%, which indicates that it performed well but may have encountered some difficulties in some cases where the nearest neighbors were not representative of the class. LDA and SVM achieved lower accuracy of 78% and 75.5%, respectively. These results indicate that the data in the first database may not have clear linear separation, making it difficult for linear classifiers such as LDA and SVM to perform the same as tree-based methods. For the second database, RF still performs the best with an accuracy of 86.47%, indicating its robustness across different datasets. SVM, which is known for handling complex decision boundaries, achieved an accuracy of 65.09%. KNN and LDA achieved an accuracy of 73.37% and 65.71%, respectively. The decision tree was the least accurate at 78.07%.

Figure 2. Flowchart of using ML techniques for (a) mental states and (b) confusion situations

Figure 3. Confusion matrices of the best classification algorithms obtaining the (a) best accuracy, (b) mental states database, and (c) confusion situations database

The lower accuracy of all classifiers in the second database compared to the first database may indicate that the second dataset is more challenging, perhaps due to higher dimensionality, noise, or class imbalance, which may affect the performance of machine learning models. After RF achieved excellent results, it has proven that it is the ideal choice for classification problems of all types (multiple and binary) and that it is highly efficient when it comes to this type of data, which is represented by EEG signals and their various types. Therefore, it was chosen as an ideal classifier that can be relied upon in the classification stage through the BCI to determine states of attention (focused, unfocused, and sleepy) and to determine whether confusion exists or not, for the first database and the second database, respectively. This study investigated the effects of improving the performance of classifiers at the classification stage in EEG-based BCI systems. While previous studies have used machine learning classifiers, they have not exploited classifiers effectively, paid appropriate attention to selecting the optimal classifier, nor have they shown widespread interest in improving the performance of the models they have used. We found that improving
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classification results is related to working on pre-normalizing the data and improving the hyperparameters of the machine learning algorithms. The method proposed in this study tends to have an unusually high percentage of “accuracy” similar to that achieved by the RF algorithm and DT. Our study indicates that high performance accuracy of BCI systems is not only associated with poor performance in the stages that precede classification. The proposed method may benefit from the characteristics of the original data without negatively affecting its quality or reducing it is values, in contrast to some previous research. This study explored a comprehensive optimization method for brain-computer interface systems based on EEG with the use of efficient machine learning classification algorithms. Despite the positive findings of this paper, more in-depth studies may be needed to ensure that the research steps have positive outcomes for all, or at least most, work.

Our results update this data and make it recommended and of unlimited use. This also gives effectiveness to BCI systems and the possibility of rapid progress in research. Our outcomes encourage others to build on our findings, as the work steps in this study can be exploited on similar EEG data for the purpose of improving performance. Recent observations indicate that focusing on data preparation, such as normalizing it, prior imbalance, and optimizing the hyperparameters of machine learning algorithms, has a very significant impact in improving the results. In comparison with published works that relied on the same databases used in our study, as shown in the Table 5, our obtained results achieved better results, proving the effectiveness and superiority of our model, and this is what we sought in this study. Our final results provide conclusive evidence that this phenomenon is related to the change that occurs before and during the use of machine learning tools, and not due to improvement being limited to only one stage.

<table>
<thead>
<tr>
<th>Work</th>
<th>Classification method</th>
<th>Best accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>[22]</td>
<td>KNN, ANFIS, SVM</td>
<td>91.72</td>
</tr>
<tr>
<td>[37]</td>
<td>KNN</td>
<td>97.5</td>
</tr>
<tr>
<td>[38]</td>
<td>CNN</td>
<td>96.40%</td>
</tr>
<tr>
<td>[39]</td>
<td>SVM, KNN, QDA</td>
<td>95.39%</td>
</tr>
<tr>
<td>[40]</td>
<td>XGBoost, RF, KNN</td>
<td>98%</td>
</tr>
<tr>
<td>[41]</td>
<td>RF, KNN, SVM</td>
<td>96%</td>
</tr>
<tr>
<td>[42]</td>
<td>RF, SVM, XGBoost, Neural Networks</td>
<td>99.9%</td>
</tr>
<tr>
<td>[43]</td>
<td>Optimizable Ensemble</td>
<td>97.8%</td>
</tr>
<tr>
<td>Data1</td>
<td>SVM, DT, RF, KNN, LDA</td>
<td>100%</td>
</tr>
<tr>
<td>[23]</td>
<td>Specific classifiers, independent classifier</td>
<td>67%</td>
</tr>
<tr>
<td>[44]</td>
<td>LSTM</td>
<td>73.3%</td>
</tr>
<tr>
<td>[45]</td>
<td>KNN</td>
<td>73.33%</td>
</tr>
<tr>
<td>[46]</td>
<td>AlexNet, Custom CNN with Dropout</td>
<td>65%</td>
</tr>
<tr>
<td>[47]</td>
<td>SVM</td>
<td>59.1%</td>
</tr>
<tr>
<td>[48]</td>
<td>RF, XGBoost, LightGBM, Catboost</td>
<td>64.75%</td>
</tr>
<tr>
<td>[49]</td>
<td>GTN, RNN, GCN</td>
<td>53.67%</td>
</tr>
<tr>
<td>[50]</td>
<td>fMGTN, GRU, TTNN, GCN</td>
<td>56.10%</td>
</tr>
<tr>
<td>Our contribution</td>
<td>SVM, DT, RF, KNN, LDA</td>
<td>86.47%</td>
</tr>
</tbody>
</table>

6. CONCLUSION

In this study, an important stage was worked on, which is classification, using two databases of different types, original, open source and available to everyone, with different classification (binary and multi-section). In our work, we relied on the latest and best machine learning algorithms most used in this field. In our work, we were keen to improve the performance of each algorithm by changing and modifying the input data for each of them several times until we reached the best. We then evaluated the effectiveness of the developed classifiers by measuring the accuracy percentage and then selecting the best one and displaying it in the confusion matrix. DT, RF, LDA, KNN, and SVM are five classifiers used in this work to classify our data. The RF classifier achieved the best results on both databases, with an accuracy of 100% on the first, and more than 86 % on the second. This makes it recommended as a suitable, effective, and ready-to-use classifier for researchers interested in working on the same databases used in this study. As an idea for subsequent work, we can rely on the idea of amplifying this same data to test the efficiency of deep learning techniques on it, and then modifying the inputs of these algorithms in order to improve them as well.
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