Prevention of credit card fraud transaction using GA feature selection for web-based application
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ABSTRACT
Credit card fraud (CCF) is a regular event that generates financial losses. A considerable share of the significantly increased volume of internet transactions is made with credit cards. CCF detection programmes are consequently highly prioritised by banks and other financial organisations. These fraudulent transactions can come in a wide variety of formats and categories. To maintain data integrity, financial institutions support digital transactions. One of the most popular ways to pay the products and services can be done by both online and offline by using a credit card. Thus, there is a higher possibility of fraud during these financial transactions. This informs programmers to the requirement for a reliable technique for identifying fraudulent transactions. Credit card users and businesses that accept credit cards have recently had to contend with the serious issue of CCF. Application-level frauds and transaction level frauds are the two categories into which CCF controlled frauds are divided. Therefore, utilizing genetic algorithm (GA) feature selection for web-based applications, it is advised to use this strategy as a method for the prevention of CCF transaction. This method's performance is evaluated based on a number of factors, including accuracy, recall, and specificity.
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1. INTRODUCTION
Credit card fraud (CCF) is a significant problem that has negative effects on businesses, financial institutions, and regular people. The development of contemporary technology over the past 20 years, particularly the internet and portable computers, has led to a surge in financial fraud [1]. For example, an account holder's credit card information could be stolen by a criminal who would then use it to carry out fraudulent transactions. The activities may have an impact on how illegal organisations, like organizations that transport drugs and terrorists, manage their income [2].

Due to the complexity of the problem, traditional solutions that depend on manual methods, such as auditing, come up short of meeting the needs of modern life while still ensuring that credit card payments are secure. However, machine learning techniques have proven to be helpful because of their capacity to find little irregularities in huge databases. According to our explanations, fraud can be perfectly described as the
determined use of criminal methods to profit financially [3]. Nowadays, the fact that finance is an essential part of life because fraud detection in banking is one of the most important aspects. In order to enhance the analytical server's performance in constructing models and keep up with the increasing amount of data in peta bytes, in order to read data quickly and send it to the analytical server for fraud prediction, an analytical framework has been integrated with Hadoop [4].

The banking information system has considerably increased the efficiency and profitability of both the public and commercial sectors. Credit cards are widely utilized as a form of payment because of the increase in e-commerce, internet technology, online banking, and improvements in mobile smart devices. This is especially true for online business transactions made using web payment gateways such as PayPal, Alipay, and others. CCF is growing quickly as credit card transactions overtake cash as the main form of payment for both online and offline transactions [5].

Digital or physical credit card transactions both are available. Credit card numbers are typically swiped or scanned by a device while making physical transactions; however, cardholders usually provide their card number, expiration date, and card verification number over the phone or online when making digital payments. The several permission processes in place aren't effective in blocking, according to CCF [6]. Fraud detection and fraud prevention are two techniques that are regularly used to stop thieves from stealing money [7]. Fraud detection includes monitoring cardholder transaction behavior to determine if an incoming transaction is being performed by the cardholder or by criminals. Fraud prevention stops fraudulent transactions in their tracks even if it's a defensive measure. To begin with, a lot of people utilized data mining techniques to identify fraudulent transactions using traditional methods, which is not usual because modern fraudsters are so smart that they may commit fraud without exceeding any regulations [8]. Thus, it is conventional to use machine learning. Unauthorized use of a credit card account without the owner's knowledge is known as a fraudulent credit card transaction. In order to prevent similar situations in future transactions, preventative measures against such fraudulent behaviors must be implemented by analyzing and evaluating these fraud transactions [9].

Anomaly detection and misuse detection are the two types of fraud detection. Classification techniques are used in fraud detection to evaluate whether an incoming transaction is fraudulent. This technique often uses a pattern to discover different fraud schemes that are already in operation. Anomaly detection creates a historical transaction pattern for the behavioural profile of a cardholder's typical transaction when an incoming transaction deviates from the regular transaction pattern and evaluates if it is probably fraudulent [10].

Fraud in financial transactions is identified by classifying a transaction involving a user as an outlier because it deviates from usual user behaviour. To increase the value of the business, the detection process is frequently done in real-time when it comes to online transactions [11]. Once an application has been generated, frauds are discovered by analyzing the transaction data, which is frequently kept on an operational data store. Post-adjudication fraud identification typically has a significantly negative effect on the company's valuation because of the cost of collection, the significance threshold of the amount involved, and the probability of successful collection [12].

By examining past fraud trends, banking institutions can spot fraudulent behaviour and take immediate corrective action. Any fraud detection system used nowadays must be web-based due to advantages such as WS-I, which creates a more simple channel for data exchange between different applications. Stateless, discoverability, reusability, composability, and independence are more features it offers. This method describes a strategy for developing an online fraud detection model and determining the validity of a transaction. Obtaining credit card transaction datasets that are highly imbalanced, choosing the optimal features for the models, and implementing the right performance assessment metrics are some of the difficulties in credit card detection. These issues are crucial in order to stop the misuse of CCF data. Determining the detection rate at which the model can classify involves work, and the goal in the end is to determine the fraudulent transactions that can be identified using credit card information [13].

Based on two levels of evaluation, 66 machine learning models are analyzed in this paper. All models use stratified K-fold cross-validation and a real-world dataset of European cardholders for CCF detection. Nine machine learning methods have been implemented in order to identify fraudulent transactions in the first round. Nineteen resampling strategies are used with top three algorithms. The best suggested model is thought to be the All K-nearest neighbors (AllKNN) undersampling technique combined with CatBoost (AllKNN-CatBoost) out of 330 evaluation metric values that took about a month to achieve. Consequently, a comparison is made between the AllKNN-CatBoost model and related works [14].

Using a real card transaction data set, a hybrid data mining/complex network classification technique is given that may identify instances of illegal activities. Its foundation is a newly suggested network reconstruction approach that makes it possible to show exactly one instance differs from a reference group. In operation, we demonstrate how the integration of features extracted from the network data
representation enhances the resulting score of a standard neural network-based classification algorithm and furthermore how this combined approach can outperform a commercial fraud detection system [15].

ML algorithms are used to identify CCF. First, common methods are applied. There is use of hybrid strategies such as majority voting and Adaboost. A dataset that is available to the public is used to evaluate the model's efficiency. The real world-dataset is analyzed. The results indicated that majority voting technique achieved better accuracy for CCFs detection [16].

A deep learning algorithm is described that contains a gated recurrent unit (GRU) and long short-term memory (LSTM) as base learners in an ensemble algorithm with multi-layer perceptron (MLP) as a meta-learner. Hybrid oversampling method is edited nearest neighbour technique is used for dataset class distribution balance. Improved results in terms of specificity and accuracy were obtained with this method [17].

The light gradient boosting machine (LightGBM) parameters are intelligently controlled by the intelligent integration of a hyper parameter optimization technique based on Bayesian analysis. Experiments are performed using two publicly available credit card datasets which contains legitimate and fraudulent transaction images to determine the effectiveness of presented technique for fraud detection of credit cards. This system achieved 92% accuracy and 56.95% f1-score [18].

First a ML technique is applied to the dataset to improve the detection technique accuracy. Nest three frameworks based on convolutional neural network (CNN) is applied for improving detection performance. The result analysis is performed while applying different combinations of hidden layer, epochs. The results shows that this technique has obtained good results in terms of accuracy, precision, F1-score and area under the curve (AUC) [19].

The fraud detection problem formalization is described which demonstrates the real conditions of fraud detection systems which analyze the huge amounts of credit card transactions daily. Appropriate performance measures also described to evaluate the performance. A new strategy is described and it addresses the class imbalance, drift concept and verification latency. Finally, the result analysis declared that the class imbalance and drift concepts have significant impact on credit card transactions. In addition, it is observed that if the impact is less then precise alerts will be less [20].

Using a hybrid data sampling strategy in combination with an ensemble neural network algorithm, an effective method for detecting CCF is presented. The ensemble algorithm is obtained through LSTM as a base learner in Adaboost method. Two publicly available dataset are used to measure the performance. The obtained results indicate that this approach is performed effectively when it is trained with re-sampled data [21].

A presentation on machine learning for CCF detection is given. The primary goal of this research is to detect CCF detection using machine learning methods. The Adaboost algorithm and the random forest algorithm are the ones that are utilized. The accuracy, precision, recall, and F1-score of the two algorithms are used to compare their results. The confusion matrix is used to plot the ROC curve. When the random forest and Adaboost methods are compared, the approach with the highest recall, accuracy, precision, and F1-score is considered to be the most effective one for fraud detection [22].

The paper describes predictive modeling for data analytics-based CCF detection. In order to detect frauds on a real-time basis and provide minimal risk and high customer satisfaction, a big data analytical framework is used to process huge amounts of data. Various machine learning algorithms are utilized for fraud detection, and their performance is monitored on benchmark datasets [23].

It describes transaction behavior-based CCF detection. In the event that the system fails, this study suggests having a detection model available to identify potentially unusual transactions. When the model was being created, a number of classifiers were evaluated; however, only the random tree and J48 produced the greatest accuracy scores. A further examination of these two classifiers reveals that the J48 matches the transaction log data better [24].

Using an ensemble model, a framework for predictive analytics as a service is described. The ensemble model that forms the basis of the framework that is being described makes use of the most effective prediction algorithms, including gaussian process (GP), auto regression algorithm (ARX), and artificial neural networks (ANN). The first prediction algorithm, ANN, is evaluated on sample dataset and predictive analytics as a service framework is described [25].

Machine learning algorithms for CCF detection is provided. Using traditional machine learning algorithms, statistics, calculus (dierentiation and chain rule), and linear algebra to build complex machine learning models for prediction and data set understanding, the project's goal is to predict fraud and fraud-less transactions with respect to the time and amount of the transaction. When this method is tested for accuracy, decision trees, ANNs, and logistic regression provide results that are more accurate than those of any other algorithm [26].

A novel oversampling technique is presented and it generates diverse and convincing minority class data. The generated minority data is used to improve the training performance in order to train the ensemble classifier. This technique is tested over an open credit card dataset. The oversampling technique with variational autoencoder generative adversarial network (VAE-GAN) is used to improve the accuracy.
Compared to other algorithms, presented technique with VAEGAN shown good results in terms of F1-score and precision. This approach deals with imbalanced data problem [27].

By combining an improved support vector machine (SVM) with a quantum solver, a detection framework is created and implemented into practice utilizing quantum machine learning (QML). Different ML algorithms are implemented to evaluate the performance on two datasets namely time series (bank loan dataset) and non-time series dataset (Israel credit card transactions). QML performance is compared with ML algorithms. The results indicate that quantum enhanced SVM has high speed and accuracy for time series dataset [28].

To solve the above-mentioned issues, prevention of CCF transaction utilising genetic algorithm (GA) feature selection for web-based application is presented. The following describes the way the paper is organized: After the introduction, the literature review is presented. The suggested methodology is presented in section 2. The analysis of the results is evaluated in section 3. The conclusion marks the end of section 4.

2. PREVENTION OF CCF TRANSACTION USING GA FEATURE SELECTION FOR WEB BASED APPLICATION

In this section prevention of CCF transaction utilising GA feature selection for web-based application is presented. The block diagram of proposed methodology is shown in Figure 1. The University of California, Irvine (UCI) repository is the initial source of the dataset used in this methodology. Our learning used the German credit dataset to classify the transactions as real or fraudulent. Only a portion of the dataset from the UCI repository is accessible. 1,000 instances (credit candidates) and 21 attributes (14 definite/insignificant and 7 numerical) are included in the dataset. Access in the dataset refers to a person who receives credit from a bank, with each occurrence representing a specific member's credit standing, whether good or negative. Based on a specific set of characteristics, every person is categorised as having excellent credit or bad credit. Second, duplication in the dataset was eliminated through pre-processing of the data. By reducing duplicated features in the dataset, the feature selection (FS) strategy enhances learning performance. The FS process increases the accuracy of fraud detection and reduces the influence of irrelevant factors on CCFs.

![Block diagram of presented prevention of CCF transaction using GA feature selection](image)

Figure 1. The block diagram of presented prevention of CCF transaction using GA feature selection

GA: one of the most popular approaches for analysing evolutionary computation is the GA methodology. It duplicates the process of natural selection. It is widely utilised in a range of industries, including business, engineering, and others. Finding the best answer to an issue is the intended course of
action. Three basic operators make up GA: crossing, mutation, and selection. Based on fitness function, selection takes the fitness values and separates them from the available population set. In crossover, the latter half of the first record is mixed with the first half. Every 0 is replaced with a 1 through random mutation. The following are the steps involved in GA: generate a population of random chromosomal 'n' individuals, each with a unique response to the challenge. Determine each 'x' chromosome's fitness. Create a new population up to the point of completeness.

Selection: dependent on the genes of both parents, choose a higher fitness value. To produce new offspring so the parents can interbreed. It can have multiple points or only one. Mutation: In the process of mutation, a few bits randomly flip to create new offspring. The acceptance phase is imposed on a newly arrived population. To do the replacement step computation, use a new population. The final prerequisite is satisfied, stop the testing phase and reinstate the ideal configuration for the present population. Continue on to the looping phases step 2. In order to characterize the architectural style that is used to communicate the web services known as RESTful web services, Roy Fielding developed the word "REST" (representational state transfer). A loosely connected web of lightweight, fast, and scalable services is built using the architectural design pattern known as REST.

Because ensembling is not necessary, there is very little overhead in the header data for the REST request message, which reduces the message's size and speeds up transport as compared to simple object access protocol (SOAP) messages. The following are the architectural constraints when creating REST web services: each resource in the system should have the same interface, which implies it should have just one URI. Client-server separation calls for independence between the client and the server. Only requests and answers are exchanged between individuals. Statelessness: there is no storage of server-side sessions. Resources that can be cached: the server's answers should include information regarding the data's cache ability. If resources are cacheable, the version number should be disclosed along with each other. Between the client and the server, multiple servers might exist, but neither the request nor the reaction should be impact.

The executable code, which is executed by the sender, is contained in the code on demand (optional). The fraudulent transaction flow in a REST-based online service is represented in the diagram using JavaScript object notation (JSON) format. The fraudulent transaction pattern is requested by the service consumer from the service provider through metadata exchange. REST clients and servers can communicate with one another across a wide range of platforms because of their loose connectivity. Due to the close coupling of SOAP clients, any modifications to either the server or the client could allow the integration between them to fail. Here, the fraud extraction methods are used.

Machine learning, statistical analysis, and behaviour tracking are used to identify fraud schemes and criminals’ methods. The system can prevent fraudulent behaviour before any harm is done when fraud indicators are found. Finding patterns with the help of a machine learning system is known as pattern recognition. It's the grouping of information according to previous experience or statistical information obtained from patterns and/or their presentation.

Firstly, the German data set is collected and preprocessed to clean the data. After that feature selection with GA is performed to eliminate the duplication and improve the accuracy. The GA algorithm divided the data into two priorities to identify whether a fraud is happened or not. The data may be in any for plain text /HTML/JSON/XML. The architectural style known as RESTful web services is used to communicate with web services, and it is referred to by the word REST. The REST sends the message to either a fraud transaction is happened or not on web-based application. If any fraud transaction will happen then fraud extraction algorithm is used to extract the fraud features. Fraud pattern recognition is used to identify what patterns are used by fraudsters. Based on the identified pattern, appropriate action is taken to prevent the fraudster before any harm.

3. RESULT ANALYSIS

The prevention of CCF transaction using GA feature selection is demonstrated in this part with an example of the outcome analysis. Accuracy, recall, and specificity are used to assess the efficiency of the model that is being presented. True positive (TP), true negative (TN), false negative (FN), and false positive (FP) are defined as follows:

- TP: TP is the total number of positive predictive occurrences that are all correctly classified as positive predictions.
- TN: the term "TN" refers to the total number of correctly classified, actually negative predicted instances.
- FP: the total number of instances of positive predictions that are FP characterised as creating error and are not actually positive.
FP: the number of negative predictive instances, or FN, that are reasonable yet completely incorrectly classified is given.

Accuracy: it is given in (1) and is defined as the ratio of accurately detected occurrences to all instances.

\[
Accuracy = \frac{TP+TN}{TP+FP+TN+FN} \times 100
\]  

Recall: showed us methods to locate every pertinent instance in a dataset. In other words, (2) describes categorization models, which identify every relevant instances.

\[
Recall = \frac{TP}{TP+FN} \times 100
\]  

Specificity: it is described as the true negative instances to the actual negative instances (i.e. FP+TN) and is expressed in (3).

\[
Specificity = \frac{TN}{TN+FP} \times 100
\]  

The given prevention of CCF transaction utilising GA feature selection for web-based applications is described in the Table 1 performance analysis. The above table demonstrates that the GA, which is used to identify CCFs for web-based with the highest accuracy, recall, and specificity. The Figure 2 shows the performance comparative graph in terms of Accuracy and Recall. The Figure 2(a) shows accuracy and Figure 2(b) shows recall comparison. In Figure 2(a) the results shows that GA feature selection has higher accuracy. From the Figure 2(b), it is observed that, GA feature selection has higher recall. The Figure 3 shows Specificity performance comparison. Presented GA approach has high specificity than other algorithms as shown in Figure 3. Thus, the proposed method for using the selection of GA features for web-based applications to stop CCF transactions has successfully discovered the frauds and stopped them before any harm had occurred.

<table>
<thead>
<tr>
<th>Performance metrics</th>
<th>Gain ratio</th>
<th>Relief</th>
<th>GA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy (%)</td>
<td>82.34</td>
<td>85.56</td>
<td>96.12</td>
</tr>
<tr>
<td>Recall (%)</td>
<td>76.65</td>
<td>78.68</td>
<td>95.64</td>
</tr>
<tr>
<td>Specificity (%)</td>
<td>82.68</td>
<td>80.97</td>
<td>89.95</td>
</tr>
</tbody>
</table>

Figure 2. Comparative graph for (a) accuracy and (b) recall

Figure 3. Specificity performance comparison between methods
4. CONCLUSION

Experts have been interested in identifying CCF for a long time. This is mostly caused by the ongoing alteration of fraud pattern. Credit cards are becoming a common method of payment due to recent technological advancements. Fraud has grown to unmanageable levels as a result of operational security issues, causing annual losses in the millions of dollars. As a result, a fraud detection and prevention strategy are required to reduce credit card payment fraud. To provide better prevention techniques for CCF, prevention of CCF transaction using GA feature selection for web-based application is presented. In this work, German credit card dataset is used. Collected data is preprocessed to remove the noise and clean the data. This method presented CCF identification with the use of GA feature selection. Based on the data, it was clear that GA outperformed other feature selection techniques in terms of first priority feature selection accuracy. This method’s performance is determined by a number of factors, including specificity, accuracy, and recall. The results demonstrate that the proposed use of GA feature selection for web-based applications to prevent CCF transactions has produced better results than previous methods in terms of accuracy, recall, and specificity. As a future work, a hybrid feature selection model with deep learning for effective prevention of CCF will be implemented.
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