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ABSTRACT

We introduce fast sensor diagnosis and focuses on intelligent offloading skills to enhance the sensor data screening efficiency. This study proposed the adaptive offloading model based on statistics-based prediction feedback and sensor candidate filtering. For the statistics-based filtering, sliding sensor grids and compounded sensor context were devised. This study also proposed hybrid prediction model using support vector machine (SVM) and k-nearest neighbors (KNN) machine training for the adaptive offloading. Therefore, the sensor information that is highly likely to be the cause of the actual device faults can be selected and transmitted, resulting in improved offloading performance. The test results through Google Colab show that the fault prediction accuracy of proposed models is 95%.
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1. INTRODUCTION

Fault diagnosis involves using data from various internet of things (IoT) sensors to identify the cause of a fault, and IoT data is required to analyze abnormal symptoms [1]–[4]. However, as IoT devices continue to become smaller and more complex, the process of fault diagnosis is becoming slower and slower [5]–[7]. Therefore, in order to cope with the explosion of IoT sensor data, the importance of fast fault diagnosis is gradually increasing [8]–[10], which should be preceded by efficient offloading.

Example 1 (Failure of a robot arm): industrial robot arms have problems such as motor failure, joint bearing failure, controller failure, and gear reducer failure due to long operation time and heavy workload as shown in Figure 1. For example, when the torque was increased to 30 degrees in the forward direction of the joint and then moved 10 degrees in the reverse direction, the accumulation of metal fatigues lead to a large vibration in the gear reducer. These vibrations cause serious errors in the welding or assembly process. The joint part is shaken heavily by forward and reverse torque and acceleration and deceleration loads, resulting in abnormal noise. If detection software responds quickly to the failure of the robot arm, it improves production accuracy.

Edge computing [11]–[13] is advanced skill that minimizes congestion and security issues in centralized data centers. It can provide effective IoT services to end users by processing tasks as locally as possible to reduce traffic and latency. By processing tasks as locally as possible, it can provide effective services to users.
2. METHOD

Fault diagnosis takes a long time because of the long computation time required for offloading. For fast troubleshooting, error-indicating sensor data contributes to the pre-screening of worthless data. Reducing sensor data computation results in fast fault analysis [6], [10].

2.1. Statistics-based filtering

The time required to detect the error pattern is proportional to the type of sensors, so each error should be compared with the input data by fast filters. The statistics-based filtering scheme is based on sensor candidate filtering and fast sliding window [14]-[16]. For example, by using fast pattern matching and prediction scores to minimize the number of sensor candidates, the diagnosis of a fault can be carried out more quickly.

In this study, the fault prediction scores are periodically calculated by sliding grid window protocol. A scalable sensor grid was developed using the simple sliding window protocol. The grid scale of the cooling fan is one tenth as shown in Figure 2.

![Figure 1. Example of a robot arm failure](image1)

![Figure 2. Example of scaled sensor grid](image2)

The followings are the pseudo codes of sensor-grid sliding window manager and adaptive offloading manager as shown in Code 1:
Code 1. Pseudo code for adaptive sensor offloading

```plaintext
Procedure Sensor-Grid Sliding Window Manager()
#Input snapshot of sensor data;
#Output fault prediction hit results;
Begin
Wait until next sliding interval;
Move sliding window;
For (all sensor item, sitem-i, in the sliding window, i++) {
    hit-score=0; k=0;
    For (all sensor data, sdata-j in sitem-i, j++) {
        if (sdata-j is not a faulty signature)
            continue;
        Grid-Scaling sdata-j to sd-j for pattern matching;
        if (sd-j is matched to the sensor value in labeled fault pattern)
            hit-score++;
        else
            hit-score--;
        k++;
    }
    fault-hit-ratio[i]=hit-score/k*100;
}
Make {Sensor-Context} with fault-hit-ratio[];
Send {Sensor-Context} to Adaptive Offloading Manager;
End;

Procedure Adaptive Offloading Manager() {
#Input stream of sensor data, Sensor-Context
#Output minimized stream of sensor data,
Begin
Read stream of sensor data;
For (all sensor item, sitem-i, in the input stream, i++) {
    if (sitem-i is not in Sensor-Context)
        continue;
    // Sensor Data Offloading
    For (all sensor data, sdata-j in sitem-i, j++) {
        Grid-Scaling sdata-j to sd-j for pattern matching;
        if (sd-j is matched to fault pattern) {
            insert sd-j into output stream of sensor data;
        }
    }
}
End;
```

2.2. Machine learning-based filtering

The goal is to enhance the efficiency of offloading through the hybrid use of machine learning models such as support vector machine (SVM) [17], [18] and k-nearest neighbors (KNN) [19], [20], and a SVM and KNN-based machine learning (SKML) model was proposed in this study. The support vector classifier (SVC) algorithm is a member of the SVM group and is used for categorical variables. It is a classification algorithm that classifies two or more pieces of data and is expected to have high generalization performance [17], [21].

The KNN algorithm is a popular method for classification purposes because of its low training effort. The principle is to identify the k labels that are closest to the value you want to learn or predict, and then take the most frequent label as the value. In other words, it assumes a similarity between the new case data and the existing cases, and places the new case in the most similar category [19]-[24].

The SKML utilizes the filtering of candidates by relevance learning and can reduce the subsequent transmission and computation burden. It is effective in selecting candidates with high relevance, except for candidates with low relevance prior to decision tasks. The best prediction model among (Statistics, SVM, and KNN) is called as selected prediction model in this study. This selected model will be transmitted to the adaptive offloading manager at regular intervals. To make machine learning more effective, we considered a technique that uses an artificial intelligence boosting algorithm to learn and robustly extract useful fault signature features. This extraction task uses fault signature features from the input stream and an AdaBoost [21] learning algorithm. AdaBoost is a boosting algorithm that combines several weak classifiers with poor classification performance to build a strong classifier with good classification performance. Typically, a weak classifier refers to a classifier with a classification error greater than 50% and a strong classifier refers to a classifier with a small classification error. AdaBoost algorithms are used in image and pattern processing because of their ease of implementation and high performance.

The AdaBoost training algorithm generates a set from the original data using the error of the hypothesis, then uses it to learn a new hypothesis again and construct a data set from the learned hypotheses. In addition, the
AdaBoost algorithm focuses on data that is difficult to classify by reducing the weight of data correctly predicted by the hypothesis and increasing the weight of data incorrectly predicted according to the hypothesis errors. The AdaBoost algorithm has the advantage that learning errors are less than the upper bound of theoretical errors, and generalization errors are reduced along with learning errors. However, our experiments did not show any significant difference from the proposed technique, so we have excluded it from this experiment.

The following code 2 is for SKML training and testing. The load_data() is a function to load data from an Excel file and select columns specified by col. The KNN() and SVM() are functions to train classification models using X_train and Y_train. The Train_and_Test() is a function to split data into training and test sets. The main() is a function to iterate over different combinations of columns for training, load data, compute accuracy, and store the mean accuracy for each combination in a dictionary.

Code 2. SKML training and test codes
# Function to load data from an excel file and select columns specified by col def load_data(col):
    data=pd.read_excel('data.xlsx',usecols=col,header=8)
    SensorDataBlock=data.loc[0:BlockSize]
    return SensorDataBlock

# Function to train an SVM model using X_train and y_train,
def KNN(Xtr,Xtst,ytr,ytst):
    clf = neighbors.KNeighborsClassifier(n_neighbors=3)
    clf.fit(Xtr, ytr)
    y_pr = clf.predict(Xtst)
    acc = accuracy_score(ytst, ypr)
    return acc

def SVM(Xtr,Xtst,ytr,ytst):
    svm=SVC()
    svm.fit(Xtr,ytr)
    # Train the model using X_train and y_train
    ypr=svm.predict(Xtst) #Predict labels for X_test
    return ytr,ypr

# Function to split data into training and test sets,
def Train_and_Test(data):
    data=np.array(data)
    X=data[:,:-1]
    y=data[:,-1].astype(int)
    Xtr,Xtst,ytr,ytst=train_test_split(X,y, test_size=0.2)
    #Train the ML model and predict labels for the test set
    ytr,ypr=SKML(Xtr,Xtst,ytr,ytst)
    acc = accuracy_score(ytst,ypr)
    return acc

# Function to iterate over different combinations of columns for training, load data, # calculate accuracy, and store the mean accuracy for each combination in a dictionary def main():
    columns = {
        1: 's1', # x_Sensor data
        2: 's2', # y_Sensor data
        3: 's3', # z_Sensor data
        10: 's4', # h_Sensor data
        12: 'fault_sign', # fault_sign ...
    }
    acc_dict = {}
    #loop through different combinations
    for cols in [ 'all combination of sensor_data' ]:
        col_names = [columns[col] for col in cols]
        data = load_data(cols) # load data
        acc = []
        for i in range(100): # repeat N times
            accuracy=Train_and_Test(data) #accuracy
            acc.append(accuracy)
            mean_acc = sum(acc) / len(acc) # mean accuracy
            acc_dict[tuple(col_names)] = mean_acc
        sorted_acc = sorted(acc_dict.items(), key=lambda x: x[1], reverse=True) #sort
        for cols, acc in sorted_acc:
            print(f"Variables: {cols}, Mean Accuracy: {acc:.4f}" ) # Print Analysis Results
    #End=> Send (Analysis Results) with (Selected Model) to (Offloading Manager)
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3. RESULTS AND DISCUSSION

In this study, AI-Hub [25], [26] was used to verify the performance of the statistics and SKML-based. In Table 1, the vibrations of the motor are classified as normal up to 10 and as fault warning above 10. Failures are mainly caused by old bearings and mounting misalignment.

In Table 1, three sensor types denoted as s1, s2, and s3 mean the value of detailed directional vibration. The fault sign means the degree of fault and is classified as normal, warning, and danger for symptom analysis. The three types of vibration sensors are x-axis, y-axis, and z-axis, which are arranged in Table 1.

| Sensor s1|x | Sensor s2|y | Sensor s3|z | Sensor s4|humidity |
|---|---|---|---|---|---|
| 4.003906 | 1.641602 | 3.563477 | 51 |
| 3.803711 | 0.720703 | 4.324219 | 76 |
| 2.962891 | 0.360352 | 4.524414 | 50.9 |
| 2.522461 | 1.28125 | 5.084961 | 76.8 |
| 1.561523 | 2.522461 | 5.245117 | 50.9 |

3.1. Experimental software and dataset

The experimental system used MS-Windows64-I7 and CoLab with 16G memory and 1.5TB hdd. The experimental data consists of 100 pieces per block. The number of detailed iterations per block is 20 times. The original file configuration is (date, filename, data label, label_no, motor spec, period, sample rate, data length, {time, data} array). The extract data from the configuration is {time, data}.

- Experimental system: MS-Windows64-I7, 16G, 1.5TB, CoLab.
- Experimental data: 2 sets (100 pieces per block).
- Number of experiments: Number of detailed iterations per block: 20 times.
- Original file configuration: (date, file name, data label, label_no, motor spec, period, sample rate, data length, {time, data} array).
- Extract data: {time, data} values to the experiment.

3.2. Test results of statistics-based prediction

Table 2 compares the fault prediction for each sensor type tracked by the proposed sliding window. Comparing each sensors, it is most effective to preferentially use s2 sensor for best fault prediction. Additionally, better performance can be obtained by adding s2 sensor in the experiment. That is, the fault prediction accuracy increased from 66% to 89% by compound context of (s2,s3). This also means that most of the unnecessary data among the original sensor data can be removed except missed data of 11%. As a result, effective filtering using compounded sensor contexts and adaptive offloading with sliding grids can significantly reduce the number of sensors involved in fault prediction and minimize the amount of sensor data to be processed.

| Table 2. Comparison of fault prediction for each sensors |
|---|---|---|---|---|---|
| Sensors | Sensor s1|x | Sensor s2|y | Sensor s3|z | ... | Sensor (y,z) |
| Hit count | 135 | 296 | 234 | 397 |
| Hit-rate | 29.5 | 65.9 | 52.3 | 88.6 |
| Prediction level | low | high | mid | best |

3.3. Test results of hybrid prediction model

3.3.1. SVM-based prediction part

To evaluate the machine learning models of SKML. Different combinations of the three sensors are used and correlated and uncorrelated sensors are classified by the hybrid prediction model. In the case of predicting by SVM-based model, the final filtering of the sensor data shows the test results using different sensor combinations, which are shown in Figure 3.

Finding the best between (xy, xz, yz) is the goal of the test. In this experiment, one sensor is not enough, but a combination of three sensors essentially requires a lot of resource consumption. In Figure 4, the sensor combination of x and z showed lower results in terms of accuracy, recall and F1-score compared to the combination of x and y. In particular, the accuracy of the combination of x and z was 84%, indicating that the combination of x and z was not a useful combination.

---
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In Figure 5, the sensor combination of y and z showed relatively higher performance in terms of recall and F1-score compared to other sensor combinations. In conclusion, the combination of y and z was found to be the most useful combination with 95% accuracy. Instead of (x,y,z), (y,z) is chosen as the best choice, as the inclusion of low-relevance data hinders AI learning and error detection, and storage resources can be reduced by 33%. It will need to be retrained using recent blocks if the optimal combination of (y,z) has changed.
3.3.2. KNN-based prediction part

This part evaluates the performance of our KNN-based module on the same sensor data in the exactly the same way. The results showed that KNN had a slightly lower prediction than SVM as shown in summary Table 3. Consequently, proposed SKML scheme selects superior SVM-based model of 0.95 accuracy and sends its prediction information to the adaptive offloading manager.

In addition, Figure 6 is the visualization graph of the KNN training model. Figure 6(a) is the classification graph using sensor x. Figure 6(b) is the classification graph using the combinations of sensor x and sensor y. Figure 6(c) is the classification graph using the combinations of sensor x, y, and z. The results show: (y,z) is the best choice with an accuracy of 0.94, while the combination of (x,y,z) showed an accuracy of 0.91. This means that adding less relevant sensor candidates leads to accuracy degradation and unnecessary waste of data spaces.

Table 3. Accuracy summary of proposed (SVM and KNN)-hybrid training model

<table>
<thead>
<tr>
<th>Combination</th>
<th>SVM</th>
<th>SVM</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td>x+y</td>
<td>0.89</td>
<td>0.84</td>
<td>0.95</td>
</tr>
<tr>
<td>x+z</td>
<td>0.88</td>
<td>0.84</td>
<td>0.94</td>
</tr>
</tbody>
</table>

![Figure 6(a)](image)

![Figure 6(b)](image)

![Figure 6(c)](image)

Figure 6. Sensor combinations of KNN part of SKML: (a) one sensor: 0.81, (b) two sensors: 0.94, and (c) three sensors: 0.91

4. CONCLUSION

We introduced sensor data offloading issues for IoT fault diagnosis. The fast offloading model used statistics-based prediction feedback and sensor candidate filtering. The statistics-based filtering exploits sliding sensor grids and compounded sensor context. We also proposed a hybrid adaptive model called SKML using SVM and KNN training feedback. The SKML model showed the better accuracy than the statistics-based model. However, compared to SKML which requires heavy data learning, the statistics-based model has the advantage of being able to quickly track optimal sensor combinations using light statistical computations on the edge gateways which have limited computational resources.
We evaluated the performance of SKML using CoLab and Python. In our experiments with public datasets, we were able to increase the prediction accuracy of SKML by up to 95%. We concluded that the proposed filtering model can reduce the overhead of sensor data computation and network transfer to remote cloud systems. Future studies include a lightweight offloading model for industrial sensor devices and sensor-aware intelligence for the extended SKML models.
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