Comparison of ARIMA boost, Prophet boost, and TSLM models in forecasting Davao City weather data
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ABSTRACT
The geography of the Philippines experiences climate variability thus, providing accurate and timely weather forecasts to the population is crucial. Climate forecasts, which are issued and disseminated by government agencies, serve as essential risk management tools. However, the country faces challenges in forecasting, further exacerbated by climate change. Thus, exploring the use of artificial intelligence has emerged as a strategy to enhance weather prediction accuracy. This research focuses on time series forecasting of rainfall, mean temperature, relative humidity, and wind speed weather data using a machine learning approach. Specifically, it aims to compare and identify the most beneficial forecasting models among autoregressive integrated moving average (ARIMA) boost, Prophet boost, and time series linear model (TSLM). It also seeks to evaluate the performance of these models using mean absolute error (MAE), mean absolute percentage error (MAPE), mean absolute scaled error (MASE), symmetric mean absolute percentage error (SMAPE), root mean squared error (RMSE), and R squared (RSQ) metrics. Results showed that the selection of the forecasting model varies based on the specific parameter under consideration, with no hyperparameter tuning in the analysis. For wind speed, ARIMA boost proves to be a favorable choice. At the same time, TSLM demonstrates effectiveness for relative humidity and mean temperature. Both ARIMA boost and TSLM exhibit strong performance for rainfall. Prophet boost consistently ranks as the least-performing model.
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1. INTRODUCTION
The variability in climate greatly influences the agriculture and natural resource sectors in the Philippines, considering its geographical location. Much of the seasonal climate variability in the country is attributed to El Niño Southern Oscillation (ENSO), leading to drier seasons in the western equatorial Pacific and weak monsoon activity. The impact of seasonal variability is not only reflected through the effects of droughts and extreme floods but also in the formulation of conservative risk-averting farming approaches, which result in less efficient utilization of resources and hasten the degradation of natural resources [1]. The 1997/98 El Niño occurrence in the Philippines resulted in a 75% reduction in corn yield in the southern region, leading to an estimated loss of ₱3.2B in corn production [2]. The availability of and access to weather
and climate forecasts offers a superior ability to manage risks caused by highly variable climatic conditions in the country.

The geographical location of the Philippines exposes the country to typhoons of various intensities, which carry heavy rainfall and strong winds, causing damage to crops, properties, and even human life. It is, therefore, imperative to deliver typhoon forecasts that are accurate, timely, and comprehensible to the local populace. Philippine Atmospheric, Geophysical, and Astronomical Services Administration (PAGASA) reports tropical cyclone warnings using signal numbers 1 to 5, with the extent of impacts increasing corresponding to the signal number. Climate and weather forecasts can serve as risk management tools and a basis for making decisions that will allow for the reduction of losses and maximizing of positive impacts of climate variability [3].

The Philippines faces several challenges in weather forecasting due to its geographical location and vulnerability to natural disasters such as tropical cyclones, earthquakes, and volcanoes [4]. The country is hit by an average of 20 tropical cyclones every year, and some of these weather disturbances are devastating [5]. As such, climate change exacerbates these challenges, making it difficult to predict extreme weather events such as stronger tropical cyclones and droughts. The accuracy of predictions depends on the reliability of historical data fed into the system [6]. The PAGASA is working to improve its forecasting capabilities by modernizing it’s equipment and facilities, developing impact-based forecasting and warning services, and partnering with other organizations to develop weather and climate capability in the Philippines [5], [7], [8]. The use of artificial intelligence is also being explored to improve the speed and accuracy of weather predictions. The accuracy of weather predictions is crucial for decision-makers to prepare and manage the impacts of meteorological hazards and for sectors such as agriculture to plan planting activities [6].

For climatic forecasting in the Philippines, where Davao City is located in the southern part of this country, this paper addresses the time series forecasting weather data using a machine learning approach. Specifically, to compare and determine the beneficial forecasting models among autoregressive integrated moving average (ARIMA) boost, prophet boost, and time series linear model (TSLM). Lastly, to utilize mean absolute error (MAE), mean absolute percentage error (MAPE), mean absolute scaled error (MASE), symmetric mean absolute percentage error (SMAPE), root mean squared error (RMSE), and R squared (RSQ) metrics in determining the performance of forecasting models.

Human activities are largely shaped by weather and climatic conditions, with prominent influence over various economic undertakings agriculture, fishing, construction, aviation, and business [9], [10]. The inherent effects of climate variability are even worsened by the impact of climate change and meteorological disasters, posing severe challenges to human beings. Global warming has led to extreme weather and climate events and catastrophes in recent decades, causing socioeconomic losses on a global scale. A report by the United Nations showed that countries hit by disasters between 1998 and 2017 experienced economic damage amounting to US$ 2908 billion, of which 77% was attributed to climate-related disasters. Economic losses associated with weather and climate events rocketed by 151% compared to 1978-1997 [11]. Apart from its clear-cut impact on yield and market prices, the uncertainty in climate variability is a difficult task for management, as farmers and agriculture practitioners must make crucial, climate-sensitive decisions way before the impacts of climate strikes [12]. Farmers and decision-makers in agriculture are left unprepared for the impending weather conditions, and they formulate decisions based on their understanding and indigenous knowledge of general climate patterns for their locality. This typically leads to conservative approaches that sacrifice agricultural productivity to minimize the risk of losses in disfavored years [13]. In the face of climate uncertainty, farmers must make important decisions about resource allocation - land, labor, capital, which crop to plant, what area to plant, and levels of inputs to utilize [14]. Being situated off the eastern border of Asia, the Philippines is often and severely struck by extreme climate events, significantly affecting the country’s agricultural sector. Improper decisions relative to weather and climatic conditions, such as ill-timing of crop-planting and incorrect volume of imports, would be a waste of resources or a burden to the general consumers. In the absence of pertinent knowledge on climatic conditions and forecast systems, the farming sector suffers from reduced crop yield, shortage of produce, and price surge in agricultural commodities [3].

A time series is characterized as a sequence of values ordered chronologically and assessed over sometime [15]. Time is a factor measured on a continuous basis, and values in a time series are sampled at pre-determined intervals. Forecasts using time series aimed at predicting the future movement of a time-dependent phenomenon. A given phenomenon is depicted by a variable or a set of various factors, with measurements taken at different points or intervals [16]. Time-series forecasting is a complex discipline as it entails modeling techniques to define the correlation factor with time and simultaneously with previous observations. In particular, predicting and forecasting weather using time series has been a challenging field of research that has made deliberate advancements over the years.

The primary goal of different national and international climatic programs is to curtail the adverse while magnifying the positive socioeconomic impacts of weather and climatic variations through forecasting.
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Climate information and advisory services are indispensable in the decision-making and management of climate-related risks. An essential human welfare implication of climate information and forecast involves its application in agriculture [9]. A run-through of its benefits includes increased farmers’ preparedness, enhanced capability of farmers to deal with highly variable climatic conditions, better ability to manage risks, improved profits due to sounder crop decisions, reduced losses in poor climatic years and increased returns in good years [10], [12], [17], [18]. Predo et al. [2], which aimed to assess the effects of existing seasonal climate forecasts (SCF) in the Philippines and Australia, showed that SCF was valuable in deciding the planting season for corn in the Philippines. In an Australian context, the climate forecast was used as a valuable basis for the management of opportunity cropping systems. The research depicted that SCF aided the farmers in allocating farm inputs and resources for each season, improving their profits and minimizing potential losses. Domingo et al. [17] demonstrated that appropriate warnings and notifications through SCFs can assist farmers in making informed decisions on the proper choice of crop, the timing of the planting period, amounts of farming inputs, and the use of other mitigating actions. The use of seasonal climate forecasting in the Philippine Rice Policy was investigated [3]. The study demonstrated that SCF could provide a practical guide in the decisions of the National Food Authority (NFA) on rice importation. Integrating SCF in NFA’s import decisions can potentially minimize the import cost of the government, providing a short-term resolution to the pressing issue of rice insufficiency in the country. Due to its expediency, it is essential to note the aspects of forecasting, including its reliability, accuracy, and timeliness, as they primarily affect its usability [17].

2. MATERIALS AND METHODS

The study gathered its data from the climatology and agrometeorology division of the PAGASA. The dataset encompasses daily climatic data parameters recorded from January 1, 2018, to December 31, 2020, totaling 1,096 observations. The information was obtained from the synoptic station in Davao City, located in region 11 of the Philippines. Specific coordinates of the device where the data was collected are depicted in Table 1. The dataset comprises daily entries for rainfall, mean temperature, relative humidity, and wind speed. An 8-inch standard rain gauge and a tipping bucket rain gauge were the instruments used in recording these data. The mean temperature used a thermometer from the averaged minimum and maximum recorded temperatures (units in degrees Celsius). The relative humidity is in percentages, and a psychrometric table was used. An Aerovane was used to measure the wind speed (in meters per second). Upon request, the raw climatological data mentioned in this study [19] can be provided. The PAGASA network incorporates meteorological observations, and its quality control procedures adhere to the best practices recommended by the World Meteorological Organization.

<table>
<thead>
<tr>
<th>Synoptic station</th>
<th>Latitude (N)</th>
<th>Longitude (E)</th>
<th>Elevation (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Davao City</td>
<td>9.13</td>
<td>125.65</td>
<td>17.29</td>
</tr>
</tbody>
</table>

2.1. Machine learning tools

Machine learning tools aided in the analysis of this research. R is the data science programming language used in the processing of climatic data parameters. The user interface used is RStudio IDE, a platform-independent, user-friendly interface for the R programming language designed to enhance productivity and ease the learning curve. R, an open-source software, is employed for data analysis, visualization, and modeling [20], [21]. Its high extensibility has led to a broad and dynamic community of users and developers. The software’s versatility, comprehensive statistical and graphical features, along with the abundance of contributed packages render it an invaluable instrument for researchers and data analysts. Additionally, R’s capability to manage and analyze spatial data further amplifies its usefulness across diverse research disciplines. Another tool is Tidyverse, a compilation of R packages dedicated to data manipulation, visualization, and analysis, which has played a transformative role in the realms of data wrangling and exploratory data analysis [22], [23]. The specific components of tidyverse employed include ggplot2 for graphic creation, dplyr for data manipulation, and tidyr for tidying simulated climatic data parameters. The machine learning framework used in this study is tidymodels, specifically utilized for model specification and data splitting. Tidymodels facilitates R users in efficiently orchestrating the creation and evaluation of predictive models, ensuring a tidy and well-organized approach [24]. Time series forecasting, which is the central concept of this paper, was realized using timetk, which is a package of R that is a part of the tidyverse ecosystem [25]. Timetk was used to plot time series data. Lastly, modelline is a package for
2.2. Time series forecasting

The time series forecasting framework is depicted in Figure 1. This section elaborates on the machine learning method applied to time series data. It is composed of three stages: identification of climatic data parameters, time series analysis of training data, and metrics performance of testing data.

2.3. Climatic data parameters

The acquired data from the climatology and agrometeorology division of PAGASA were utilized in time series forecasting and in determining the beneficial model. The climatic data parameters processed were rainfall, mean temperature, relative humidity, and wind speed. Although various climatic variables can be utilized, these four parameters are the only available data that encompasses 1,096 daily recorded observations. Recorded rainfall data includes -1.0, which indicates trace values of less than 0.1mm. The highest recorded rainfall was 110 mm on December 29, 2018. The highest and lowest mean temperatures logged between January 1, 2018, and December 31, 2020, are 31.6 and 24.5 degrees Celsius, respectively. The lowest mean temperature was documented on November 19, 2018, while the highest mean temperature recorded was May 7, 2020. Relative humidity, which is expressed in percentage, has the highest (94%) and lowest (59%) logged data on September 11, 2019 and October 26, 2020, respectively. The slowest wind speed recorded is 1 meter per second, while the fastest wind speed is 1 meter per second.

2.4. Time series models

Every climatic data parameter is split into 80% training data and 20% testing data without randomization, which is the nature of time series data [27]. Prophet’s automatic parameter tuning simplifies its use, particularly for individuals lacking advanced expertise in time series modeling and parameter selection. The combination of Prophet with XGBoost has gained popularity in time series forecasting. With automated parameter tuning, implementing Prophet becomes swift, diminishing the time and effort needed for model setup and configuration. Prophet exhibits versatility in handling various seasonal patterns, encompassing multiple and non-periodic seasonality, allowing it to capture intricate seasonality inherent in the data. Its resilience to missing data and outliers makes Prophet adept at managing time series datasets with irregular patterns or incomplete values. Furthermore, Prophet furnishes interpretable components such as trend, seasonality, and holiday effects, facilitating an understanding of the factors influencing the forecasted values [28], [29].

The concept behind merging ARIMA with XGBoost is to utilize ARIMA for short-term predictions and leverage XGBoost to capture more extended trends and patterns that ARIMA might overlook. ARIMA serves to forecast the immediate future steps, while the residuals (the disparities between actual and predicted values) from the ARIMA model are employed as features in an XGBoost model. Subsequently, the XGBoost model is trained to predict the remaining variability in the data that the ARIMA model might have missed. This hybrid strategy harnesses the strengths of both methods, leading to a more resilient and accurate time series forecasting model. It’s crucial to recognize that the efficacy of such a combination relies on the specific characteristics of the analyzed time series data [30], [31].

A TSLM represents a statistical approach employed in the analysis and prediction of time series data. In the realm of time series analysis, this model presupposes that the connection between variables can be articulated through a linear equation. Specifically tailored for sequential data points where the order and
timing are significant, the TSLM posits that the association between the dependent and independent variables is linear and remains consistent over time. Linear models find frequent application in time series analysis when the data manifests a relatively steady linear trend or when a straight line can adequately approximate relationships between variables. However, it is essential to acknowledge that real-world time series data often manifests more intricate patterns. In such instances, employing more advanced models like ARIMA, SARIMA, or machine learning methodologies such as XGBoost may be more fitting [32], [33]

2.5. Metrics performance evaluation

The forecasting errors align closely with the scale of the data. Consequently, accuracy measurements relying solely on scale are scale-dependent and unsuitable for comparing series employing different units. The two scale-dependent measurements that are most frequently utilized are based on absolute or squared errors. The MAE is a popular forecasting method due to its simplicity in interpretation and computation, mainly when applied to a single time series or multiple time series with identical units. A method minimizing the MAE yields forecasts of the median, while a method minimizing the RMSE yields forecasts of the mean. Despite being somewhat more challenging to interpret, the RMSE is also widely used [34]. RMSE is a method for determining the gap between values predicted by the machine learning model and actual values. Briefly defined, RMSE is the square root of variation or standard deviation [35].

A scaled error is below one when it results from a superior forecast compared to the average one-step naive forecast computed in the sample. Conversely, it exceeds one if the forecast is inferior to the average one-step naive forecast computed in the sample [36]. MAPE is a metric used to evaluate the accuracy of a forecasting or prediction model, particularly in the context of time series analysis. It measures the average percentage difference between predicted and actual values, considering the relative magnitude of the errors [37]. SMAPE calculates the percentage difference between predicted and actual values in a symmetric manner, meaning it considers the magnitude of the values being compared [38]. R squared is a statistical metric that shows how much of the variation for a dependent variable in a regression model is explained by one or more independent variables [39].

3. RESULTS AND DISCUSSION

A machine learning framework was used to compare the performance of three model algorithms on the data set without tuning the hyperparameters, as depicted in Figure 2. Rainfall, mean temperature, relative humidity, and wind speed were forecasted following the framework using Prophet boost, ARIMA boost, and LTSM forecasting algorithms. The entire data analysis process was performed using the R programming language through the RStudio IDE. The tidyverse package extracts each weather parameter with the date variable to create four individual data sets containing only two variables. All plots during the analysis were generated using the timetk package.

Figure 2. Framework for comparing time series model performance

3.1. Training and testing sets

Each data set is split using the tidymodels package with 80% training and 20% testing. Since the data is in time series format, splitting is not done at random, in contrast with the traditional machine learning process. Instead, the splitting is done chronologically, with the testing set making up 20% of the latest data recorded in the data set. The training set is later used for time series modeling, while the testing set is reserved for performance evaluations. Figures 3, 4, 5, and 6 depict the training and testing splits of the four
weather parameters. The blue visual image corresponds to the training data, while the red visual image corresponds to the testing data.

3.2. Model fitting

Model fitting or training performed on the four climatic data parameter sets used the tidymodels package to leverage the three algorithms and their respective computational engines. It is the process of training a predictive model using a dataset. The goal is to create a model that can make accurate predictions on new, unseen data based on the patterns and relationships it learns from the training data. The process involves selecting a specific type of model, configuring its parameters, and optimizing its performance. The Prophet boost algorithm used the Prophet XGBoost, the ARIMA boost used the auto ARIMA XGBoost, and the LSTM used the linear model machine learning as the computational engine.

3.3. Model table, calibration, and forecast testing test

The modeltime package works alongside the tidymodels package and provides a workflow for time series modeling. It includes creating a table to wrap the three fitted models together, calibrating the testing set with the table to determine the confidence interval and metrics, and forecasting the testing set to evaluate the models. It introduces the concept of model tables, streamlining the comparison of different models, and incorporates features like calibration and time series cross-validation to enhance the accuracy of time series models. Forecasting the testing set evaluates the models’ performance on the out-of-sample set, considering no hyperparameter tuning in the analysis of data. Figures 7, 8, 9, and 10 compare the three models’ forecasted values on the test set’s actual value for the four climatic data parameters. The actual data and the forecasted data using the models, as shown in the legend, depict various results. These images were generated in RStudio IDE after incorporating the Prophet boost algorithm using the Prophet XGBoost, the ARIMA boost using the auto ARIMA XGBoost, and the LSTM used the linear model machine learning as the computational engine.
3.4. Metric comparative results

Comparative results for each climatic parameter and forecasting algorithm are based on six metrics, namely, MAE, MAPE, MASE, SMAPE, RMSE, and RSQ, as shown in Tables 2, 3, 4, and 5. The different metrics highlight the different aspects of each model’s performance. The values were generated using the code for the six metrics applicable to the three forecasting models in the RStudio IDE. The choice of metrics depends on the data’s characteristics and the nature of the problem, which is not included in this study’s scope. Also, the red values on these tables correspond to the lowest metric values, which makes for an easier comparison of the forecasting models. Please do note that in RSQ metric, the higher the value, the better the performance.

Table 2 summarizes the rainfall model results utilizing the six metrics. In interpreting these values, the smaller the value of the metric, the better the forecasting result compared to a higher value, except for RSQ, which is the opposite. The MAPE metric yielded an infinity (inf) value for the rainfall parameter due to division by zero and taking the logarithm of zero. In light of this issue’s frequent occurrence, the authors are contemplating the exclusion of this metric for the rainfall parameter. The practical model for rainfall parameters is TSLM, as it mainly produced the lowest values (highest for RSQ). Although MAE and MASE rank second, the metric values of TSLM are closely the same as those from the ARIMA model.

The relative humidity model results are depicted in Table 3, where TSLM emerged as the practical model. The same interpretation is also for the mean temperature parameter see in Table 4, where TSLM produced most of the lowest metric values, specifically for the MAE, MAPE, MASE, SMAPE, and RMSE metrics. Lastly, the wind speed climatic parameter has ARIMA as the interpretation for the practical forecasting model. This model generated the lowest MAE, MAPE, MASE, SMAPE, and RMSE metric values.

![Figure 7. Rainfall forecasted values](image1)

![Figure 8. Relative humidity forecasted values](image2)

![Figure 9. Mean temperature forecasted values](image3)

![Figure 10. Wind speed forecasted values](image4)

Table 2. Rainfall model results

<table>
<thead>
<tr>
<th>Model</th>
<th>MAE</th>
<th>MAPE</th>
<th>MASE</th>
<th>SMAPE</th>
<th>RMSE</th>
<th>RSQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prophet</td>
<td>8.78</td>
<td>inf</td>
<td>0.86</td>
<td>154.65</td>
<td>14.90</td>
<td>0.002065</td>
</tr>
<tr>
<td>ARIMA</td>
<td>7.90</td>
<td>inf</td>
<td>0.78</td>
<td>150.92</td>
<td>14.48</td>
<td>0.001142</td>
</tr>
<tr>
<td>TSLM</td>
<td>8.41</td>
<td>inf</td>
<td>0.83</td>
<td>150.82</td>
<td>14.37</td>
<td>0.009583</td>
</tr>
</tbody>
</table>

also, if data is available, other climatic parameters may be used for forecasting. Models and tuning of hyperparameters for better comparison and have an optimized version, especially in Davao City, Philippines. For further studies, it is recommended to embed other time series forecasting models and TSLM. The results are beneficial in time series forecasting of the four climatic data parameters, it places second best or worst. Nevertheless, the Prophet boost can be eliminated, leaving only ARIMA boost, ARIMA, and TSLM. The choice of model for this parameter may not necessarily bring a significant difference due to the slight differences in metric values, with only the MAE metric having a range of 0.88, which is closest to 1. On the relative humidity data, the TSLM model outperforms the other two models in all metrics except RSQ, which is second to the ARIMA boost with a slight 0.005 difference. However, all three models are close in all metrics, with a range of 0.29 for MAE, 0.38 for MAPE, 0.079 for MASE, 0.39 for SMAPE, 0.33 for RMSE, and 0.00766 for RSQ. The choice of forecasting model on this parameter may not necessarily bring a significant difference as the metric values are relatively close to each other. The mean temperature data is expected to have similar trend results to the relative humidity, given that temperature and humidity are correlated. However, the TSLM outperforms the other two in all metrics. Nevertheless, the results do not have significant differences. Similarly, the choice of model for this parameter may also not bring a significant difference. The wind speed had the most varying results among the four weather parameters. Although the ARIMA boost outperforms the other two in all metrics, there is a significant range difference in MAE and SMAPE metrics. The range obtained for the MAE is 5.7, while SMAPE obtained 4.4. Due to the significant differences in the two metrics, the more appropriate model for this parameter is the ARIMA boost.

The choice of the forecasting model varies from parameter to parameter. The ARIMA boost can be a good choice for wind speed. The TSLM can be a good choice for relative humidity and mean temperature. Both the ARIMA boost and TSLM are good choices for rainfall relevant to the metric used. In almost all cases, the Prophet boost is the worst performing model except for RSQ in rainfall and wind speed data, where it places second best or worst. Nevertheless, the Prophet boost can be eliminated, leaving only ARIMA boost and TSLM. The results are beneficial in time series forecasting of the four climatic data parameters, especially in Davao City, Philippines. For further studies, it is recommended to embed other time series forecasting models and tuning of hyperparameters for better comparison and have an optimized version of forecasting. Also, if data is available, other climatic parameters may be used for forecasting.

<table>
<thead>
<tr>
<th>Table 3. Relative humidity model results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>Prophet</td>
</tr>
<tr>
<td>ARIMA</td>
</tr>
<tr>
<td>TSLM</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4. Mean temperature model results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>Prophet</td>
</tr>
<tr>
<td>ARIMA</td>
</tr>
<tr>
<td>TSLM</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 5. Wind speed model results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model</td>
</tr>
<tr>
<td>Prophet</td>
</tr>
<tr>
<td>ARIMA</td>
</tr>
<tr>
<td>TSLM</td>
</tr>
</tbody>
</table>

4. CONCLUSION

The primary purpose of the analysis was to compare the Prophet boost, ARIMA boost, and TSLM forecasting models’ performance on the PAGASA weather data for Davao City using MAE, MAPE, MASE, SMAPE, RMSE, and RSQ evaluation metrics. All these metrics except RSQ indicate better performance for smaller values. The best metric to focus on may depend on the specific requirement of the forecasting task. It is worth noting that no hyperparameters were tuned during the analysis. The descriptions of the evaluation metrics applied to the analysis are as follows. MAE measured the average absolute errors between the predicted and actual values. MAPE measured errors as a percentage of the actual values. MASE compared performance against a naïve baseline or a simple moving average. SMAPE is a symmetrical MASE version but less sensitive to extreme values. RMSE penalizes more significant errors more heavily than more minor errors. Lastly, RSQ indicates the proportion of the variance in the dependent variable that is predictable from the independent variables. Based on the results of rainfall data, an intermittent time series is present, and the MAE metric is not appropriate. The ARIMA boost outperforms the Prophet boost and TSLM in MAE and MASE, while the same is valid with TSLM in the SMAPE metric. In RMSE, the ARIMA boost is second to TSLM with only 0.01 difference. The TSLM outperforms the other two in RSQ. However, the choice between the three forecasting models may not bring a significant difference due to the slight differences in metric values, with only the MAE metric having a range of 0.88, which is closest to 1. On the relative humidity data, the TSLM model outperforms the other two models in all metrics except RSQ, which is second to the ARIMA boost with a slight 0.005 difference. However, all three models are close in all metrics, with a range of 0.29 for MAE, 0.38 for MAPE, 0.079 for MASE, 0.39 for SMAPE, 0.33 for RMSE, and 0.00766 for RSQ. The choice of forecasting model on this parameter may not necessarily bring a significant difference as the metric values are relatively close to each other. The mean temperature data is expected to have similar trend results to the relative humidity, given that temperature and humidity are correlated. However, the TSLM outperforms the other two in all metrics. Nevertheless, the results do not have significant differences. Similarly, the choice of model for this parameter may also not bring a significant difference. The wind speed had the most varying results among the four weather parameters. Although the ARIMA boost outperforms the other two in all metrics, there is a significant range difference in MAE and SMAPE metrics. The range obtained for the MAE is 5.7, while SMAPE obtained 4.4. Due to the significant differences in the two metrics, the more appropriate model for this parameter is the ARIMA boost.

The choice of the forecasting model varies from parameter to parameter. The ARIMA boost can be a good choice for wind speed. The TSLM can be a good choice for relative humidity and mean temperature. Both the ARIMA boost and TSLM are good choices for rainfall relevant to the metric used. In almost all cases, the Prophet boost is the worst performing model except for RSQ in rainfall and wind speed data, where it places second best or worst. Nevertheless, the Prophet boost can be eliminated, leaving only ARIMA boost and TSLM. The results are beneficial in time series forecasting of the four climatic data parameters, especially in Davao City, Philippines. For further studies, it is recommended to embed other time series forecasting models and tuning of hyperparameters for better comparison and have an optimized version of forecasting. Also, if data is available, other climatic parameters may be used for forecasting.
REFERENCES


Comparison of ARIMA boost, Prophet boost, and TSLM models … (Jamal Kay B. Rogers)

Indonesian J Elec Eng & Comp Sci

ISSN: 2502-4752

BIOGRAPHIES OF AUTHORS

Jamal Kay B. Rogers is an Assistant Professor at the College of Information and Computing (CIC) of the University of Southeastern Philippines (USeP) in Davao City, Philippines. Mr. Rogers is registered electronics engineer with a Bachelor’s in Electronics and Communication Engineering and a Master’s in Engineering, majoring in Electronics and Communication Engineering. He is taking a Doctor of Philosophy in Education major in Information Technology Integration. His research interests are the internet of things (IoT), data science, machine learning, and educational data mining (EDM). He can be contacted at email: jamalkay.rogers@usep.edu.ph.

Tamara Cher R. Mercado is a professor at the College of Information and Computing (CIC) of the University of Southeastern Philippines (USeP) in Davao City, Philippines. Dr. Mercado holds degrees in Doctor of Philosophy in Information Technology, Master of Science in Information Science, and Bachelor of Science in Computer Engineering. Her research interests include information systems, knowledge management, and offline web services. She can be contacted at email: tammy@usep.edu.ph.

Fredelino A. Galleto Jr. is a licensed electronics engineer in the Philippines. Currently, he is taking up Doctor of Philosophy in Electronics and Communications Engineering at De La Salle University, Manila. He has been a faculty of the Department of Electronics Engineering at the University of Southern Mindanao, Kabacan, Cotabato, Philippines, since October 2018. His current research interest involves data optimization, antenna and communications systems, and information and communications technology. He can be contacted at email: fgalletojr@usm.edu.ph.