Adaptive fuzzy weighted median filter for microcalcifications detection in digital breast tomosynthesis images
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ABSTRACT
Breast cancer is a global leading cause of female mortality. Digital breast tomosynthesis (DBT) is pivotal for early breast cancer detection, with microcalcifications serving as crucial indicators. However, the movement of the DBT machine introduces blurry artefacts, potentially impacting accurate diagnosis. This study addresses this challenge by proposing an adaptive fuzzy weighted median filter (AFWMF) to enhance DBT images and aid microcalcification diagnosis. AFWMF automatically determines optimal parameters based on input images, outperforming conventional methods with a threshold range (C) from peak to end of switching. Quantitative assessment reveals peak signal to noise ratio (PSNR) and mean absolute error (MAE) values of 96.2267 and 0.0000636, respectively, demonstrating a significant improvement in microcalcification detection. This study contributes an effective and adaptive enhancement technique for DBT images, promising better breast cancer diagnosis, particularly in microcalcification scenarios.

Keywords:
Breast cancer
DBT enhancement
Digital breast tomosynthesis
Fuzzy weighted median filter
Microcalcification detection

1. INTRODUCTION
Breast cancer is the most common disease that affects women worldwide and is the leading cause of death for women aged 35 and above. Notably, 66% of women diagnosed with breast cancer are over the age of 55 [1]. Calcifications, which are small clusters of calcium deposits that develop in breast tissues and appear as white spots inside the breast area on mammograms and digital breast tomosynthesis (DBT) images, are the early indicators of these tumours [2]. Calcifications are classified into two types: macrocalcifications and microcalcifications. Macrocalcifications larger than 1 mm are generally non-cancerous and can be treated directly. However, microcalcifications, being another type, require additional screening due to the fact that they may signify cancer, necessitating closer observation [1]. Early detection of microcalcifications is crucial, as they are an early sign of breast cancer, and significantly improve a patient’s chances of survival. Studies indicate that 99% of cases survive within 5 years with early detection [1], [3].
Detecting calcifications can be challenging due to their small size as these calcium compounds are microscopic. During the breast screening process, mammograms and DBT images are frequently employed. DBT is a cutting-edge technology that produces three-dimension (3D) screening images of the breast area, providing multiple angles view [4]. 10 to 30 projection images within a limited angle range of approximately 11° to 60° are required [5]. Furthermore, compared to mammogram images, DBT images offer the advantage of reducing false positive rates by 6 to 67% due to improved visualization of overlapping breast tissue, which can lead to normal tissue appearing abnormal or suspicious on mammogram images [5]-[7]. As a result, previous researchers have explored various methods for developing models that can detect calcifications in DBT images.

However, the excellent DBT screening technology used to create 3D images has certain drawbacks, including the presence of blurry artefacts. Blurry artefacts are noise that occurs in DBT images during screening. Despite technological advances, this new technology cannot entirely eliminate the presence of blurry artefacts, which are caused by poor positioning, patient movement during screening, and excessive radiation exposure [8]. These factors can reduce the visibility of calcifications in DBT images, necessitating an enhancement stage to remove noise and deblur blurry objects in DBT images in order to see calcifications in the breast region more clearly [8].

Previous research has introduced several algorithms or methods for noise removal from DBT images. For enhancement of the DBT images, various noise filtering and thresholding techniques have been proposed [9]-[17]. Many researchers, however, use unsharp masking to aid their proposed models, such as a deep learning model and use it as the primary proposed enhancement algorithm. Additionally, other researchers have combined the unsharp masking algorithm with a weighted guided filter to enhance the vessel details in mammoscopic images. Furthermore, a researcher proposed using unsharp masking to improve their proposed deep learning models, ChampNet [18], [19]. In 2022, a study proposed the use of an unsharp masking filter from the research by Panetta et. al [20] and Saifudin et. al [21] to form several algorithms of non-linear unsharp masking (NLM) filters [22]. This study introduced and compared two different algorithms of non-linear unsharp to find the best combination of non-linear filters to be used in the NLM algorithm and produced the best enhancement technique for DBT images [22]. Continuous from this study [22], in 2023 the researcher introduced a fuzzy weighted median filter (FWMF) in the NLM algorithm which produced better results compared to the previous study in 2022 [22] which showed that FWMF can also enhance DBT images when used in NLM algorithm [23]. However, from the FWMF algorithm in this study, the FMWF can be improved more to adapt to the DBT images in enhancing the images that might help in the detection of microcalcifications.

From the proposed method introduced [23], the FWMF appears to have some gaps for improvement. Based on the previous study, the researcher proposed the FWMF to improve images contaminated by salt and pepper noise, and this method was also combined with the denoising based (DB) clustering method to produce more efficient enhancement techniques [24]. In prospective studies, these filters demonstrated promising results in enhancing and filtering the targeted image outperforming other filters in comparison. Unlike conventional median filter, this filter used stricter conditions to determine the pixel value to replace the existing pixel value in the enhancement process, rather than simply finding the median of all pixels in a 3-by-3 window as the conventional median filter does [24].

The FWMF is a modified median filter technique that leverages the fuzzy membership function to weight the median filter algorithm in replacing the pixel value in order to improve the image [24], [25]. Toh et al. [25] modified the median filter by including a fuzzy membership function in the median algorithm. The difference in this algorithm is that the normalization step in the fuzzy membership function now uses the range that was specifically selected from the image histogram [25]. In their study, the normalization range was fixed to 10 to 30 it exhibited switching behaviour within the range [25].

However, it should be noted that since each image’s histogram may process different and unique switching ranges, using fixed normalization ranges in the fuzzy algorithm may require adjustments. Moreover, as indicated in the study by Toh et al. [25], the selection of range from 10 to 30 remains unclear in determining the most suitable range for the algorithm. The extent to which the normalization range can extend until reaching a certain pixel value or length also lack a clarity. Furthermore, the limitation of this method is evident as it primarily focusses on non-medical images, with no research conducted on medical images, particularly DBT images, despite the introduction of DBT as a new breast area screening technique [25]. The lack of research on DBT images highlights the need for exploring and evaluating this filtering technique in a medical imaging context, specifically for breast cancer detection.

Therefore, due to existing limitations and to the best of our knowledge, the absence of research on DBT images using this filtering technique, the proposed adaptive fuzzy weighted median filter (AFWMF) is introduced in this paper. AFWMF is designed to overcome the limitations of the conventional FWMF and is compared with it as a part of this study.
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2. METHOD

The FWMF is a filter previously proposed for improving portrait images using the median filter. It achieves this by incorporating the fuzzy membership function to weight the median filter. However, as this technique was originally intended for portrait images and its optimal range for image enhancement remained uncertain in a previous study, adaptations are necessary to suit DBT images or any medical images. As a result, this study takes advantage of this opportunity to investigate the best threshold range to be used in enhancing DBT images while determining the optimal values of $T_1$ and $T_2$ based on the histogram switching of the DBT images. To tailor the algorithm of DBT images, this study modifies the existing FWMF in portrait images. The whole process of the enhancement technique is clearly portrayed in Figure 1 and the modification is known as the AFWMF as illustrated in Figure 2. Further explanation is provided in the following subsection.

Figure 1. The overall process of the AFWMF for proposed filtering method

Figure 2. Flow chart of the proposed filtering method of AFWMF in this study

<table>
<thead>
<tr>
<th>Threshold Set range</th>
<th>Conventional</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>10</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>$T_2$</td>
<td>30</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>
2.1. Ethical approval and data collection

The ethical application to Universiti Sains Malaysia's Jawatankuasa Etika Penyelidikan Manusia (JEPeM) is the first step in this project. Before the study began, the ethical application for DBT data collection with code study: USM/JEPeM/21090622 was approved. The images are collected using the picture archiving and communication system (PACS) at the Advanced Medical and Dental Institute (AMDI), Bertam at the USM Imaging Unit with the assistance of a trained radiographer. Furthermore, the images are deidentified and anonymized before being made public in accordance with ethical guidelines. The input images are DBT images collected from two patients, totaling eleven DBT images. The DBT images were imported into the MATLAB R2020a software as DICOM images, which were then converted to bitmap images to run smoothly in the MATLAB software. These images will then go through pre-processing steps, which are critical for preparing DBT images before they enter the enhancement stage.

2.2. Pre-processing stage

The preprocessing step had been done to prepare the images before entering the proposed algorithm. This step is crucial in facilitating the enhancement procedure by eliminating background objects in the DBT images that may appear outside the breast area. Additionally, the present of pectoral muscle, which connected the shoulder and breast area, is also be eliminated. Darker and almost black objects, as well as the background are set to totally black intensity or zero-pixel value.

2.3. Histogram information extraction

From the preprocessing stage, the DBT images produce a histogram graph of intensity counts over the intensity values. Then the system automatically detects the intensity value that has the highest count, and this value is set as i_{2} which represents the peak. Subsequently, from the peak, the negative gradient is detected on both sides until reaching the lowest count from the peak. The intensity value before the peak is set as i_{1}, and the intensity value after the peak is set as i_{3}. The position of i_{1}, i_{2}, and i_{3} are depicted in Figure 3.

![Histogram Graph](image)

Figure 3. The position of i_{1}, i_{2}, and i_{3} in histogram graph

In the fuzzy membership function represented by (5), the values of T_{1} and T_{2} are essential to complete this process. Toh et al. [25] explained, T_{1} and T_{2} threshold values were initially set to 10 and 30, respectively, to align with the histogram switching of the tested images in their study. However, the previous study was unsure of the range that should be used to achieve better image enhancement results, but it chose to use this range. As a result, this study takes advantage of this opportunity to investigate the best range of threshold to be used in enhancing DBT images while determining the best value of T_{1} and T_{2} based on the DBT images' histogram switching.

This study proposed that these T_{1} and T_{2} values will regulate the intensity value based on a histogram graph that varies with the image intensity counts. These three intensity values were automatically extracted and will then be combined to form three sets of threshold ranges that will be tested on DBT images using the AFWMF. The threshold ranges as portrayed in Table 1 were labelled as range A, range B, and range C which start with i_{1} to i_{2}, 30% of i_{2} to i_{2}, and i_{2} to i_{3} respectively. The outcome of the filter, which is influenced by the varied threshold sets, will be compared to each other as well as the conventional threshold ranges of 10 and 30 for T_{1} and T_{2}, respectively. This comparison will provide insights into the performance of the AFWMF with different threshold settings and enable the selection of the most suitable threshold ranges for enhancing DBT images.

---
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2.4. Fuzzy weighted median filter

A FWMF is a filtering technique that utilizes a fuzzy algorithm with specific conditions to determine the optimal weight to allocate to the median filter. The algorithms will consider all of the 8-neighboring windows of a targeted pixel, which are marked in red as shown in Figure 4. The FWMF algorithm begins by calculating the difference between the values in each of the 8-window neighbors and the targeted pixel in the center, denoted as I(i,j). The value of this operation was then declared as d(i,j), which was later found to be its maximum absolute value, D(i,j). This maximum absolute value, D(i,j), was used by the fuzzy membership function to determine the fuzzy value ranging from 0 to 1. The algorithm for the FWMF began with the linearly fuzzy weighted correction value equation, and then the median filter algorithm, input images, and fuzzy membership function were used to fill this (1). The linearly fuzzy weighted correction value can be determined as [24].

\[
F(i,j) = [1 - F_1(i,j)] \cdot I(i,j) + F_1(i,j) \cdot M(i,j)
\] (1)

Firstly, the algorithm starts with the finding of the median filter executed from the input images. The median filter can be determined in (2).

\[
M(i,j) = \text{median}\{I(i + k, j + l)\} \text{ as } k, l \in (-1,0,1)
\] (2)

The input image was then used to calculate the absolute luminance difference by subtracting each of the 8-neighbour windows from the targeted pixel. The results of the subtraction process are then expressed in absolute values. The absolute luminance difference is measured in (3).

\[
d(i + k, j + l) = |I(i + k, j + l - I(i,j))| \text{ with } (i + k, j + l) \neq (i,j)
\] (3)

Applying the absolute luminance difference mentioned previously into (4), its maximum value was used to find local information as expressed in (4).

\[
D(i,j) = \max\{d(i + k, j + l)\}
\] (4)

The local information, D(i,j) obtained earlier was used in applying the fuzzy concept through fuzzy membership function that determines its output value, F(i,j) based on the maximum absolute luminance difference [24]. The fuzzy membership function can be defined as F_1(i,j) (5).

\[
F_1(i,j) = \begin{cases} 
0 & ; D(i,j) < T_1 \\
\frac{D(i,j) - T_1}{T_2 - T_1} & ; T_1 \leq D(i,j) < T_2 \\
1 & ; D(i,j) \geq T_2 
\end{cases}
\] (5)

Where T_1 and T_2 threshold values were set as Table 2.
2.5. Performance evaluation

The performance of the proposed filtering method was compared and evaluated using three metrics: mean square error (MSE), peak signal to noise ratio (PSNR), and mean absolute error (MAE), all of which are calculated using the input and output images. The MSE value was used to evaluate PSNR, which is calculated by dividing the square of 255 by the MSE value. After that, the result was inserted into log with base 10 and times with 10. The full PSNR equation portrayed in (6).

$$PSNR = 10 \log_{10} \left( \frac{255^2}{MSE} \right)$$

Following the calculation of PSNR, the MAE was calculated using (7).

$$MAE = \frac{\sum_{i=0}^{M-1} \sum_{j=0}^{N-1} |f(l(i,j))_{filtered} - f(l(i,j))_{original}|}{M \times N}$$

PSNR and MAE are used to compare the differences and similarities between the output image and the input image. The system that has been analyzed will then be measured, and the best method will be discovered based on these measurements. These measurements’ outcomes were compared. The AFWMF is an enhancement technique that used the DBT images’ histograms to detect intensity switching for use in the fuzzy membership function. The detected switching as labelled in Table 1, is then sorted into three different threshold range and were used in (5).

3. RESULTS AND DISCUSSION

In response to reservations raised in a previous study regarding parameter arrangement in the filter, this study has made adaptations and introduced automatic selection for the required parameter, addressing the previous study’s concerns. The aim is to counter the uncertainties regarding parameter selection by automating the process. Toh et al. [25], explained the threshold range of $T_1$ and $T_2$ in (5) must lie or cover the range of the switching resulting this method can precisely select the range of the threshold value based on their histogram results. DBT images of the breast area typically exhibit bell-shaped graphs and the threshold ranges for the fuzzy switching were labelled as shown in Table 1. The fuzzy algorithm was modified to accommodate DBT images with bell-shaped graphs, which distinguished them from other types of images. This modification enables the fuzzy algorithm to make decisions based on the intensity switching in the histogram graph as shown in Figure 5, and the normalization process is performed only on the intensity values involved in the switching.

Toh et al. [25], explained the study’s ranges were based on intensity switching of the histogram graph of regular images, rather than medical images such as DBT images. However, the threshold ranges are clearly visible in the switching of the histogram graph, prompting this study to test different types of ranges on a single switching. These ranges include switching from initial to peak, or 30% of peak to peak or initial to final switching. The results obtained from these three ranges differ, particularly in terms of PSNR and MAE values. All of these values were compared and measured to determine the best ranges to use in the fuzzy algorithm. This comparison process aids in selecting the most effective threshold ranges for the enhancement of DBT images. Furthermore, this study tested different types of ranges on a single switching.
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3.1. Qualitative analysis

This section presents the results of the proposed filtering method called AFWMF, which align with the study’s objective and uses pre-processed images as input to the proposed method. The results of this enhancement technique are shown in Table 3. Due to the general nature of DBT images, histogram switching occurred in intensity values ranging from 80 to 200. The intensity count’s lowest value before peak, the peak itself, and the lowest value after the peak are clearly distinct within these ranges. There are 11 images had been tested using these algorithms and each images had their own value of $i_1$, $i_2$, and $i_3$ as portrayed in Figure 6.

The threshold ranges can be alternate to 3 threshold ranges known as A, B and C which investigate the best switching ranges to be used in this AFWMF. Based on Table 3 the results of the proposed filtering methods all had different fuzzy membership function or threshold values that operated on the input images. The AFWMF is formed by using the results of the input images and their histogram information. Any number below the low threshold value is automatically set to zero, while any number above the high intensity value automatically set to one. The numbers within the threshold ranges are normalised to a number between 0 to 1, and these normalized pixel values of the input image are then used in the next step of the AFWMF, which is the median filter algorithm. This step aids in weighting the median filter in the AFWMF for filtering purposes on DBT images.

As shown in Table 3, the outcomes derived from image 1 indicate that the histogram graph exhibits a discernible transition from 103 to 135, a pattern nearly identical to that observed in image 2, image 3, and image 5, where the intensity values form a bell-like shape ranging from 100 to 140. In contrast, image 4 displays a distinct and wider pattern of histogram switching, spanning from 86 to 145, with some fluctuations in intensity values at the onset of the transition. Specifically, in the case of image 4, the value of $i_1$ reached its lowest point before the rise in switching, evident in the histogram graph at 84.

Considering image 1 as the input for the filters, the results reveal that the filter enhances DBT images. However, the proposed method outperforms conventional methods, evident in the enhanced clarity of calcifications in the output image compared to the input images. Among the output images, AFWMF with range C (AFWMF C) stands out for producing clearer calcifications with a dimmer background than other filters. This enhancement facilitates calcification detection, as the calcifications are distinctly visible while the background is dimmed, enhancing the overall image quality. For a more comprehensive comparison, it is noteworthy that image 2, image 3, and image 5 contain smaller calcifications than image 1 and image 4. Consequently, distinguishing results through visual observation is challenging, underscoring the efficacy of the proposed method in enhancing images over conventional methods.

In images 2, 3, and 5, the calcifications, though small, are effectively enhanced by the filter, even when blending with background objects like breast mass and breast gland. The filter enhances DBT images while increasing calcification visibility, with AFWMF C yielding the dimmest background and the clearest calcifications. In contrast, image 4 presents a unique perspective, characterized by a brighter area, making it challenging to differentiate between calcifications and other objects. The proposed method successfully enhances input images, with AFWMF C offering the most optimal results as it produces a slightly dimmer background and brighter calcifications compared to other filters.

Despite variations in the characteristics of input images, the proposed method introduces a filter capable of automatically optimizing parameters in the algorithm, accommodating diverse parameter values for different images. This flexibility demonstrates the ability of the proposed algorithm to enhance images featuring various breast characteristics effectively. The results underscore that using range C in the fuzzy algorithm enhances the visibility of calcifications in DBT images, producing brighter calcifications compared to other ranges. While the output images may not exhibit significant variation across different normalization
threshold ranges, quantitative assessments using MAE and PSNR prove instrumental in discerning subtle differences. The discussion on determining the optimal threshold range for histogram switching to enhance DBT images will follow in the subsequent section.

Table 3. The results produced from the four (4) algorithms of conventional FWMF and AFWMF with different threshold ranges

<table>
<thead>
<tr>
<th>Input Image</th>
<th>Histogram of the input images</th>
<th>Conventional</th>
<th>AFWMF A</th>
<th>AFWMF B</th>
<th>AFWMF C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Image 1</td>
<td><img src="image1" alt="Histogram Graph" /></td>
<td><img src="image1" alt="Conventional Image" /></td>
<td><img src="image1" alt="AFWMF A Image" /></td>
<td><img src="image1" alt="AFWMF B Image" /></td>
<td><img src="image1" alt="AFWMF C Image" /></td>
</tr>
<tr>
<td></td>
<td><img src="image2" alt="Histogram Graph" /></td>
<td><img src="image2" alt="Conventional Image" /></td>
<td><img src="image2" alt="AFWMF A Image" /></td>
<td><img src="image2" alt="AFWMF B Image" /></td>
<td><img src="image2" alt="AFWMF C Image" /></td>
</tr>
<tr>
<td></td>
<td><img src="image3" alt="Histogram Graph" /></td>
<td><img src="image3" alt="Conventional Image" /></td>
<td><img src="image3" alt="AFWMF A Image" /></td>
<td><img src="image3" alt="AFWMF B Image" /></td>
<td><img src="image3" alt="AFWMF C Image" /></td>
</tr>
<tr>
<td></td>
<td><img src="image4" alt="Histogram Graph" /></td>
<td><img src="image4" alt="Conventional Image" /></td>
<td><img src="image4" alt="AFWMF A Image" /></td>
<td><img src="image4" alt="AFWMF B Image" /></td>
<td><img src="image4" alt="AFWMF C Image" /></td>
</tr>
<tr>
<td></td>
<td><img src="image5" alt="Histogram Graph" /></td>
<td><img src="image5" alt="Conventional Image" /></td>
<td><img src="image5" alt="AFWMF A Image" /></td>
<td><img src="image5" alt="AFWMF B Image" /></td>
<td><img src="image5" alt="AFWMF C Image" /></td>
</tr>
</tbody>
</table>
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3.2. Quantitative analysis

The qualitative measure is difficult to use in assessing the performance of enhancement methods since everyone views things from different perspectives. As a result, the quantitative results will provide numerical support for the qualitative results. The quantitative outcomes of this technique are depicted in Table 4. The results in Table 4 shows several quantitative results of the images complementing the output images shown in qualitative analysis subsections before. According to the results, all the proposed techniques outperform the conventional FWMF, and this filtering technique produces PSNR values above 90 quantitatively. The MAE results show that there is not a significant difference between the different threshold ranges, with the majority of the results falling below 0.0001. However, for certain images, the difference is noticeable if the MAE results are greater than 0.0001 at all output images with the exception of image 4. Among all of the results shown, image 1 has the highest PSNR value at 98.5598, which also exceeds the other threshold ranges produced by the same image. On the other hand, the PSNR value produced by image 3 was the lowest when compared to other images produced as a complement to their algorithms.

The proposed methods for threshold C produced the lowest MAE value in two images, as the results for both images produced less than 0.0001 and exactly 0.0001 for image 1 and image 5, respectively. Furthermore, the proposed method demonstrated that it could outperform the conventional FWMF because all of the AFWMF for each threshold range produced lower MAE values than the conventional FWMF, particularly on images 2 and 3, where only the conventional FWMF produced higher than 0.0001 at numbers 0.0003 and 0.0002, respectively.

Table 4. The quantitative results were produced from the 4 algorithms of conventional FWMF and AFWMF with different threshold ranges

<table>
<thead>
<tr>
<th>Image</th>
<th>Processing time (s)</th>
<th>MSE</th>
<th>PSNR</th>
<th>MAE</th>
<th>Processing time (s)</th>
<th>MSE</th>
<th>PSNR</th>
<th>MAE</th>
<th>Processing time (s)</th>
<th>MSE</th>
<th>PSNR</th>
<th>MAE</th>
<th>Processing time (s)</th>
<th>MSE</th>
<th>PSNR</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Processing time (s)</td>
<td>9.4545</td>
<td>9.0836</td>
<td>9.9069</td>
<td>10.7555</td>
<td>MSE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>MSE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>MSE</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MSE</td>
<td>94.5697</td>
<td>96.8913</td>
<td>97.1605</td>
<td>98.5598</td>
<td>MSE</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0</td>
<td>MSE</td>
<td>8.7382</td>
<td>9.1989</td>
<td>9.566</td>
<td>9.587</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSNR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>MAE</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0</td>
<td>MAE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Processing time (s)</td>
<td>9.2794</td>
<td>97.4296</td>
<td>97.5254</td>
<td>97.9697</td>
<td>MSE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>MSE</td>
<td>8.5993</td>
<td>8.7836</td>
<td>9.6389</td>
<td>9.8196</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MSE</td>
<td>91.0961</td>
<td>92.3108</td>
<td>92.3281</td>
<td>92.5934</td>
<td>MSE</td>
<td>0.0002</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>MSE</td>
<td>12.5236</td>
<td>13.6486</td>
<td>11.8958</td>
<td>13.2634</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSNR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>MAE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>MAE</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Processing time (s)</td>
<td>93.7456</td>
<td>94.4783</td>
<td>94.7554</td>
<td>95.2906</td>
<td>MSE</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>MSE</td>
<td>6.2566</td>
<td>6.614</td>
<td>6.7759</td>
<td>6.7616</td>
<td></td>
</tr>
<tr>
<td>MSE</td>
<td>93.3928</td>
<td>94.2433</td>
<td>94.2845</td>
<td>94.8717</td>
<td>MSE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>MSE</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PSNR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>MAE</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>MAE</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0002</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Notably, range C proves to be the best threshold range for producing the highest PSNR value, outperforming the conventional FWMF and other threshold ranges. Considering the range used, range C contains the most switching of the histogram graph, containing the greatest changes in intensity count, which included drastically increasing and decreasing the intensity count. In comparison to other ranges, A and B only include half of the switching or 30% of the increase in switching. However, when compared to the range that included half switching, the threshold that contained only 30% of the increase switching produced the highest PSNR value. This demonstrated that it is preferable to include the entire switching in the fuzzy normalization section of AFWMF rather than just a portion of the switching.

These results show that range C can enhance DBT images the best compared to other range performed in AFWMF. As this range produced the highest PSNR and lowest MAE value, it is safe to say that this technique with range C can enhance DBT images better than conventional method proposed by previous researcher. While only five images were displayed in this section, a total of eleven images were tested to obtain the PSNR and MAE value. All 11 results of PSNR value are displayed in Figure 7. Unfortunately, due to the low values of the MAE produced by these algorithms, the MAE values for this section had been excluded in this discussion as 5 of the total images portrayed before already discussing the MAE value produced.

Generally, the best results produced is when the images produce higher PSNR and lower MAE value. Based on Table 4, the MSE was not used in this part of the study as the MSE value produced by this technique are lower than 0.00001. The highest PSNR value was obtained for image 6, which was enhanced using range B, with a PSNR value of 100.2264 and a MAE value of 0.9999. On the other hand, image 9, which was enhanced using conventional FWMF, produced the lowest PSNR value of 90.1801 and the highest MAE value. When comparing the overall results, the AFWMF algorithms consistently outperformed the conventional FWMF, with higher average PSNR values and lower average MAE values. Table 5 provides the average PSNR and MAE values for each algorithm, confirming the superior performance of the AFWMF method in enhancing DBT images.

![Figure 7. The PSNR results of the eleven (11) images produced using the proposed filtering method](image)

<table>
<thead>
<tr>
<th>Image</th>
<th>Conv</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average PSNR</td>
<td>93.985609</td>
<td>95.461673</td>
<td>95.556727</td>
<td>96.226764</td>
</tr>
<tr>
<td>Average MAE</td>
<td>0.0001545</td>
<td>9.091E-05</td>
<td>9.091E-05</td>
<td>6.364E-05</td>
</tr>
</tbody>
</table>

Averagely, the result showed that threshold range C produced the best PSNR and MAE averagely which at 96.2268 and 0.9996, respectively. Thus, making this parameter produced the best quantitative results among another parameter for this algorithm. However, the undesirable result was by the conventional threshold ranges at 10 and 30 which making the 93.985609 and 0.0001545 of PSNR and MAE value averagely. This shown that the proposed method can improved from the conventional method. Moreover, the range of threshold A produced the lowest PSNR among the proposed method at 95.461673 and high MAE value at 0.9994636 making this ranges cannot be used in this AFWMF. These findings demonstrate the effectiveness of the proposed AFWMF technique in improving the quality of DBT images and achieving better image enhancement results, which can have significant implications for breast screening and diagnosis.

**Table 5. The average results of the proposed AFWMF**
Within the confines of this investigation, three distinct algorithms were introduced, each characterized by variations in the range implemented within the fuzzy algorithm. Subsequently, these ranges were systematically compared against a conventional method. The method that yielded the highest PSNR value and the lowest MAE value was identified as the most efficacious in enhancing DBT images. Notably, among the proposed methods, it was determined that range C outperformed the conventional method, establishing itself as a superior enhancement technique for DBT images.

The significance of a robust enhancement technique for DBT images cannot be overstated, particularly in the context of calcification detection processes conducted by radiologists or implemented through machine learning algorithms. The empirical findings of this study underscore the effectiveness of the proposed method, specifically utilizing AFWMF C in the fuzzy algorithm. This particular configuration demonstrated exceptional capabilities in enhancing DBT images. This heightened enhancement potential holds considerable promise in augmenting the visibility of calcifications, thereby aligning with the overarching objective of assisting the detection of calcifications within the scope of this study.

4. CONCLUSION

This study has successfully proposed the AFWMF that can exceed the overall performance of the conventional method which known as FWMF. The AFWMF allows for easy manipulation of parameter settings to achieve the desired enhancement characteristics on images, particularly in the detection of diseases in medical images, especially calcifications. The calculations can easily be seen by using the FWMF which the parameter of range C as the threshold range in the fuzzy membership function with the PSNR and MAE value of 96.2268 and 0.0000636 respectively. However, the number of calcifications that shown in the images are manipulated by the filter that its size is different from the original images. Hence, the future works need to be done to ensure that the calcifications size are not affected by the filter that might affect the classifications of calcifications either microcalcifications or macrocalcifications.
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