An efficient test suit reduction methodology for regression testing

Shailendra Gupta, Jitendra Choudhary
Department of Computer Science, Medi-Caps University Indore, Indore, India

ABSTRACT

This paper goal is to provide a more effective algorithm for reducing the amount of test cases in a test suit during the regression testing phase. This algorithm divides the entire test suit into equivalence classes at first then apply boundary value coverage to select test case out of repeated test cases with same importance in suit. This algorithm is based on the concept that before selecting best test cases out of repeated test case in test suit to prepare reduced test suit we can divide all test cases in number of equivalence classes to reduce test cases by great extent. This paper proposed a method of experimentation involving test cases from different software application areas. Furthermore, we discuss a case study to verify and check new algorithm for its efficiency, for that we apply our algorithm on one of the program or group of programs. This complete proposed methodology shall be applied to different software applications belonging to soft computing, engineering software, and financial software. This work has not been done earlier as found in the literature survey performed by us. Minimization in test cases would lead to lesser testing effort and desirable test completion.
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1. INTRODUCTION

It is well known fact that regression testing is main part of testing phase in software development cycle. It is very obvious that when we modify the code or do any kind of addition in existing code, we require more and more test cases to detect error due to these new addition and changes to the code. As the test suit size increases this process consume lot of time to test effect of changes on existing functionality along with new functionality. Therefore, it is imperative to speed up software development in order to lower how many tests are currently included in the test suite, allowing it to cover all necessary functionality with a lesser number of test instances. Test suite reduction is the name of this procedure [1], [2].

When we begin identifying a subset of currently available test cases to satisfy all stages of software testing requirements, it reveals that it is nondeterministic polynomial (NP)-problem [3], [4]. Few algorithms are designed to reduce existing test suit into reduced test suit in [1], [5]–[7]. As there are number of algorithms for this purpose but out of these there are four more important algorithms that can be used to minimize test cases in test suit. The greedy algorithm G [5] used to select test cased in repeating manner so that test scenarios in new minimized test suit become able to test new a group of specifications. The next test scenario will be chosen by the greedy algorithm hunger games search (HGS) [1] if the current test case meets the majority of the conditions. Chen and Lau [7] introduced an algorithm GRE with three main components i) select all most important test cases, ii) remove all 1-to-1 repeated test cases, and iii) select from remaining
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test cases which are need to satisfy remaining requirement. Liu [8] replaced a random choice method for identically covered test scenarios capacity with an existing step to choose identical-cardinality test scenarios in accordance with the covering of boundaries methodology.

As we know that existing algorithms minimize the test cases in test suit but a side effect this test suit is facing problem of fault detection capability loss [9]. Due to this, Jeffrey and Gupta [9], in their paper told that add some repeated test case to reduced test suit to gain same fault detection capability. But according to Lin and Huang [10], it is purely increased maintaining overhead, so they suggested using another testing criteria to select test from test case with equal importance instead of random selection. It is not easy to select new testing criteria to support the process; it is because new criteria may be effective with in some case and has no effect on other programs.

Chvatal [5] and then Leiserson et al. [6] have proposed an algorithm for minimum set cover problem. The greedy test suite reduction strategy: Choose a test case that covers a lot of criteria, take out all the requirements it addresses, and until every condition is met, repeat the process. Finding necessary instances of testing that can fulfill certain test criteria that cannot be satisfied in additional test situations is the next approach recommended by Harrold et al. [1] for minimizing the test suite. It is algorithm to search each and every test scenario that is covering those test requirement not covered by other test cases. This algorithm repeats its steps until all the requirements are fulfill. By using this method, you can remove the test scenarios between 19% and 60% when compared to the initial number of test instances.

Chen and Lau [7] provide a fresh GRE trick that is broken down into three parts: first is the greedy approach, the required method, and the 1-1 repetition technique. The greedy approach is also choosing the test scenarios which fulfill the most of test specifications that have not yet been satisfied, just like the basic greedy approach [5], [6]. The required technique picks all necessary test scenarios, and using the 1:1 approach, duplicate test cases in all are removed. In a simulation, GRE consistently outperforms H in both our studies and the tests conducted [11], [12]. However, GRE and H both have the capacity to reduce test suites.

A novel test suite reduction method was proposed by Jeffrey and Gupta [9] hence, by preserving some duplicate test cases depending on additional testing standards, can improve the capacity to detect faults. When a test case was found as duplicate with regard to testing condition C, its duplicity with regard to the other testing criteria was also examined. Otherwise, it will be kept. Compared to the test suite achieved by meeting a single testing criterion, the reduced test suite is more able to detect errors because it satisfies more testing criteria.

A innovative approach was presented by Sheikh et al. [13]. A combination of evolutionary algorithms is provided with Test Reduce in order to find an optimal and compact set of test cases. This study's ultimate objective is to provide a technique that could reduce the number of regression test cases when relevant criteria are available. The selected set will help in assessing the quality of the code and researching its ripple effects.

Jung et al. [14] provided a workable process for implementing the software product line (SPL) testing strategy as well as a formula that enhances our earlier technique to reduce the superfluous tracing of test executions and recurrence of test executions. SPL testing may be completed more rapidly with this method. Package level security metrics were used by Tanejaa et al. [15] to demonstrate how to assess the probability of errors in software modules that utilize objects. It improves FEP and cuts down on execution time.

The test suite reduction model developed by Zhang et al. [16] is transformed into a typical optimization issue. Furthermore, they use the quantum bits approach to encode the chromosome as discrete information. When utilizing the condensed test suite, it can significantly save testing expenses and increase test efficiency. An approach that reduces the number of test cases required by identifying a representative group that satisfies the testing requirements was proposed by Mohapatra and Pradhan [17]. How many test cases with different chromosomal lengths are included in each iteration of a test suit? Regression testing may save costs and increase software productivity with an efficient test suite.

Lawanna [18] developed a unique model to improve the reduction of regression tests, which the research suggests using as an alternative to conventional approaches. There are four algorithms: testing, ordering, reducing test cases, and defect-fixing. It suggests that the size of the fixed bugs is less, at about 40% and 200%, respectively. Section 2 discuss about existing methods along with proposed methodology. Section 3 covering software application areas for proposed methodology. Finally, the concluding remarks will be presented in section 4.

2. EXISTING MINIMIZATION METHODS AND PROPOSED METHODOLOGY DETAILS OF TEST REDUCTION

2.1. Math and algorithm for minimization methods

In this section we describe maths and algorithm used in recent time to perform operation of minimization. In first subsection we discussed about new technique called TestReduce to minimize test cases
in test suit. In second subsection we discussed about an investigation on reducing duplicate SPL testing test executions.

2.1.1. An optimized test case minimization method for regression testing using GA (2023) [13]

TestReduce: to reduce regression TCs, TestReduce is built on genetic algorithm (GA). The goal of test reduce is to find the best possible approach to identify to begin the regression testing process, a specific collection of test scenarios must be selected. The chosen set will assist in evaluating the modified code's quality and in conducting a ripple impact analysis. This section lists the several phases that make up the test reduce.

Step 1: requirement prioritization.
Step 2: requirements associations.
Step 3: correction of the module bugs.
Step 4: association level of rectified modules.
Step 5: derived objective function: the importance of the objective function is crucial because test case priority is based on it. In this study, the goal function was a combinatorial problem, as demonstrated in (1).

\[ f(p, da, di, dr, dm) = (p + da + di + dr + dm) - 5 \] (1)

Step 6: application of genetic algorithm.

2.1.2. An investigation on reducing duplicate SPL testing test executions (2022) [14]

A minimum set of steps are included in the suggested application procedure in order to apply our strategy to SPL testing. Therefore, extra stages for test case minimization and prioritizing, change impact analysis, and are applied. The method can be expanded to include everything required for thorough testing of a product line.

Step 1: get the product family.
Step 2: assemble/update the checksum matrix should not be used in the text. Instead, additional information can be added to the reference list.
Step 3: decide which test scenario to run.
Step 4: carry out test scenario and get execution traces is depicted in Figure 1.
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So, in proposed algorithm, we apply equivalence class partition before applying boundary value condition, it will reduce the test suit with great extent. So, we present a novel algorithm for test case reduction by applying equivalence class partition as first step for test suit reduction. New algorithm extends the algorithm given by Liu by introducing equivalence partition in algorithm. We also present the discussion of the implementation of new algorithm with case study to check the algorithm.

2.2. Proposed method details of test reduction

The proposed methodology is depicted in Figure 2 as a flowchart. The flowchart consists of five main phases as: program collection to apply methodology, procedures to find set of test cases, list of test case
minimization procedures, and area of study on minimized test cases. The last is the application of minimized test cases on different software’s.

### 2.2.1. In methodology shown in Figure 2 we follow these steps

Initially we select N number of program containing conditions.

- Simple conditions examples usually found in codes:
  - \( \text{If } (a<b) \)
  - \( \text{If } (a>b) \)
  - \( \text{If } (a<=b) \)
  - \( \text{If } (a>=b) \)
  - \( \text{If } (a==b) \)
  - \( \text{If } (a!=b) \)

- Compound conditions examples usually found in codes:
  - \( \text{If } ((a<b) \land (c>d)) \)
  - \( \text{If } ((a<b) \lor (c>d)) \)

  **AND** is represented with \&\&

  **OR** is represented with ||.

### 2.2.2. After program selection we will generate different test cases using

Boundary value analysis: analysis-this method checks for problems at the input level and values can range from minimum to maximum, just inside, and outside. It is an additional method for designing test cases to equivalence class partitioning. In contrast to other approaches, this one draws the test cases from both the input conditions and the output domain. Equivalence class partition: with this technique, by categorizing or dividing the input domain of the software unit, test cases are produced. As a result, fewer test instances are run overall to a manageable quantity as a result. An analogous class defines a collection of valid and invalid states for the input condition.

### 2.2.3. Techniques for reducing test cases [19]

A. Requirement based: using the fewest number of test cases to satisfy all testing criteria is the fundamental goal of test suite reduction. One such method is to use requirement optimization to build test cases based on the requirements.

B. Coverage based: the primary goal of the coverage-based reduction technique is to guarantee that the most paths possible inside a particular program are carried out. Case base reasoning (CBR) is used to accomplish this. CBR is divided into three categories: pivotal, auxiliary, and case.

   - Problems are solved using case-based searches for the most comparable problems in a memory.
   - Although the deletion of an auxiliary-based instance doesn’t alter competency, it does have an impact on the If eliminated, a pivotal-based case directly affects the system’s capability.

C. GA: it is a method of solving test case reduction issues like evolutionary computation that is based on computational intelligence.

   The subsequent actions were taken:
   - Test case runtime and coverage were used to derive fitness value.
   - The smaller suite could contain just tests that made sense.
   - Up till a test suite is found to be optimized, this process is repeated.
   - The findings demonstrated the generality and effectiveness of the recommended test suite reduction technique.

   This strategy offers various advantages, one of which is that it reduces the several test cases while also shortening the overall runtime. However, it is ineffective when the defect detecting capability and other CR.

D. Clustering: fewer test scenarios in the test suite, for efficiency and increase performance, the data mining approach of accumulating techniques is utilized. Instead of using all of the test cases generated by independent routes, clustering makes it possible to check the program using just one of the clustered test cases.

E. Greedy algorithm: the popular code-based reduction technique is called t, it is employed while creating test suites using model-based techniques. The test scenarios are selected based on their ability to satisfy the most unmet requirements. Repeat this process until the entire test suite’s test scenarios result in the creation of a smaller test suite. The connection between test cases and testing specifications is the foundation for how this algorithm works.

The advantage of the greedy algorithm is that it greatly lowers the total number of test instances, but in the event of a tie, a random selection of test instances is made.
F. Fuzzy logic: the use of fuzzy logic is a different method for test suite optimization. Given that it speeds up execution time and reduces the size of the regression testing, this method is regarded as safe. Testing is carried out in this case to a is founded on an objective process that is remarkably similar to human judgment. Many times, test suites are optimized and examined for safe reduction using CI-based techniques, which may then be completed using control flow diagrams. For traversing tests for the best solutions, these graphs are employed. Since it is believed to be more secure than alternative methods for performing regression testing, this methodology is widely recommended.

G. Program slicing: it is a method for building a slice set and checking a programmed against a particular property.

Three different slicing methods exist:
- Static slicing
- Dynamic slicing
- Relevant slicing

H. Hybrid algorithm: this algorithm uses the efficient procedure such as genetic algorithm approximation and the greedy strategy to build superior Pareto fronts that can be used to achieve a variety of objectives. The test criterion is here thought of as being mathematically described by the objective functions. The greedy method is modified to be more economical for statement coverage and computational cost. Execution time, code coverage, and fault coverage are also taken into account for fault detection optimization.

I. Apply minimized test suit on list of N programs selected initially to study different parameters like error study, cost of testing, and quality of S/W and customer acceptance.

J. Above methodology is applied to different S/W types with at least 5 examples shown in Figure 3.
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By understanding the variations between platform infrastructure as a service, software as a service, and you will be able to select the set of services best suited to your requirements with the aid of deployment plans and other information [23].

3.5. Business applications

A number of firms employ various types of business application software to automate their procedures for increasing operational effectiveness and gather important data about front- and back-office activities. Research by Adobe found that 25% of business owners who used automated technologies prioritized big data analysis while 30% put time savings first. Employees can focus their energies on more difficult jobs by saving time on routine chores, which improves workflow. Organizations are able to concentrate on boosting their earnings and expanding thanks to the increased efficiency and access to data reports [24].

3.6. Artificial intelligence and machine learning

Any specific tool used for ML classifiers, unsupervised learning, self-iteration based on data, and artificial intelligence (AI) is referred to as machine learning (ML) software. Many pieces of software used in business today, include ML in applications like email filtering and computer vision. There is additional software for simulation, hiring, architecture, and accounting that is specifically made for ML. Certain ML toolkits, including those in this article's list, can be specially designed to fit your particular data sets and process requirements [25].

3.7. Data analytics

Data can be used to find patterns and draw conclusions about the information they hold, data sets are analyzed using data analytics (DA). Increasingly frequently, the utilization of specialist hardware and software is required for data analytics. In the commercial sector, technology and methods for data analytics are frequently utilized to assist organizations in making more informed business judgments. Researchers and scientists also employ analytics tools to confirm or disprove scientific models, theories, and hypotheses.

4. CONCLUSION

Test case minimization has been a focus area look at the enormous time and cost involved to achieve full test case completion criteria. Our work proposes test case minimization for regression testing. Our work proposes methodology to test soft computing, financial and other application which are emerging and having industry values. They all if subjected to minimization procedures shall be tested in time; in designated cost and quality required. This methodology is proposed by us has been designed keeping in mind the various revealing and promising software engineering tools; financial s/w, cloud application; business applications; AI/ML applications and data analytical s/w. No such earlier work has been found in literature. So as to perform any type of comparison at this stage depicting the uniqueness and originality of our proposed experimental method.
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