Development of a machine learning algorithm for fake news detection
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ABSTRACT

With the extensive technological advancements and expansion, the persistent issues regarding the creation and rapid dissemination of fake news have become a prevalent and recurrent concern. The manipulation of news content has critical repercussions, such as causing public mistrust, fear, harm, and misinformation. Addressing this, this study developed a supervised machine learning algorithm that can accurately classify social media data as fake news. The methodology of the proposed fake news detection model involved five main components: data acquisition from Twitter, data preprocessing, data transformation, model development using Naïve Bayes, decision tree, and support vector machine (SVM) and model evaluation using accuracy, precision, recall and F1-score. The results revealed that decision tree recorded the highest accuracy for both textual data (100%) and metadata (94.54%) and consistently outperformed both Naïve Bayes and SVM in terms of precision, recall, and F1-score. The results revealed that decision tree recorded the highest accuracy for both textual data (100%) and metadata (94.54%) and consistently outperformed both Naïve Bayes and SVM in terms of precision, recall, and F1-score. However, for the metadata-based classification, decision tree also demonstrated excellent performance, with the highest F1-score of 94% for fake news data. Meanwhile, SVM exhibited the highest precision and recall performance for the metadata-based classification. Overall, the application of the decision tree classifier was deemed the most effective in Twitter fake news detection.
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1. INTRODUCTION

Technological advancements and expansion have contributed to the development and improvement of communication means. The growing dominance of technologies and the proliferation of social media platforms like Twitter and Facebook have transformed how we communicate with one another. Despite the significant benefits of such advancements, there are negative repercussions to the members of society [1], [2]. The persistent issues of fake news distorting information are not part of a new phenomenon. When it comes to the dissemination of fake news and false information, particularly across social media platforms, there are critical implications at the individual, organizational, and societal levels.

The circulation of fake news content can create public bias [3], confusion [3], [4], panic [5], and mistrust [6], as well as poor confidence in the government or other relevant institutions [7]. Considering these
critical repercussions, addressing issues concerning fake news on social media platforms is pivotal. Fake news and spam messages share similar attributes. For example, there are common issues like grammatical errors [8], deliberate manipulation of public opinions [9], and recurrent inclination towards dissemination of inaccurate or misleading information [10]. Additionally, fake news uses of the same limited lexicon for content simplification [11].

Machine learning has been widely used to determine the authenticity of news articles. Studies have proposed various methodologies to detect fake news at higher accuracy, such as the combination of machine learning with text-based data [12], [13], neural networks [14], [15], and deep learning techniques [16], [17]. Although the application of machine learning in fake news detection offers favorable outcomes, certain issues and limitations need to be addressed, such as the constant evolution of words [18], the use of abbreviations [19], and the complexity of unstructured contents [20], which substantiate the need for more studies to enhance the accuracy of machine learning models.

One of the earliest approaches to detect and classify fake news, which involved the application of machine learning algorithms was proposed in [21]. The study suggested a straightforward approach for detecting and classifying fake news, specifically the use of Naïve Bayes classifier, and examined its effectiveness in detecting and classifying fake news on the Facebook platform. With the help of a software system, the study evaluated a manually labeled dataset of true news and fake news, which revealed the model accuracy of correctly classifying fake news at 71.73% and true news at 75.59%. Based on these results, the study proposed Naïve Bayes as an efficient machine learning classifier in detecting fake news, and it highlighted the promising potential of the integration of other machine learning techniques to address issues related to fake news.

Focusing on the extraction of news content and social context features, another study [22] proposed a different approach of detecting fake news using machine learning. The study extracted and classified the features into linguistic-based, visual-based, user-based, generated-post, and network-based features. The derived features were subsequently employed in the fake news detection process that involved model-oriented techniques like Naïve Bayes or support vector machine (SVM). The study further emphasized the significance of examining the efficiency of a machine learning model using performance metrics like precision, recall, F1, and accuracy. Based on the gathered empirical findings, the study recommended a comprehensive combination of news content and social context features to improve the performance of a machine learning classifier in fake news detection.

In recent years, the use of metadata and networking features as part of the machine learning models for fake news detection has been proposed. For instance, a recent study explored the incorporation of metadata features, such as subject, context, speaker, targeting, and statement, into the study’s proposed system, XFAKE [14], to examine its system effectiveness and evaluate user understanding of the methodology of the proposed approach. Relevant metadata features were extracted from the dataset that was obtained from PolitiFact website. With the assistance of XGBoost classifier, all data entries were subsequently labelled as true and false. Regarding the user understanding, the evaluation procedure involved human assessment from amazon mechanical turk (AMT). Apart from the trade-off between the speed and accuracy of the generated explanations, the study emphasized the need for meticulous review and interpretation of these explanations for higher accuracy.

On the other hand, another study opted to integrate networking features [16]. The study proposed the use of a sentence-comment co-attention subnetwork technique, specifically explainable fake news detection (dEFEND), to detect fake news content and user comments. The proposed approach incorporated three subcomponents: news content encoder, user comment encoder, and sentence co-attention. The use of recurrent neural network (RNN) and gated recurrent units (GRU) in the study served to identify significant sentences and user comments within the context of fake news.

Meanwhile, preprocessing pipelines have recently gained growing interest. For instance, data preprocessing techniques, such as stop word removal, punctuation removal, and stemming using the natural language toolkit (NLTK) library, were employed in one of prior studies [23]. The study used Naïve Bayes, SVM, and Passive Aggressive classifiers to classify the pre-processed data and evaluated the model performance in terms of accuracy, precision, recall, and F1-score. The obtained results revealed SVM as the best model for fake news detection. All three classifiers showed good performance in terms of accuracy, precision, and F1-score (>80%). The study concluded the significant influence of data preprocessing techniques on the performance of classifiers in fake news detection and classification.

Besides that, there have been attempts of developing fake news detection in a language other than English. Jamaleddyn et al. [24] introduced the Arabic language for the proposed fake news detection system that integrated natural language processing (NLP) into several machine learning models.
The study performed a comparative analysis to examine the efficiency of hyperparameter tuning techniques, specifically in adapting grid search and random search methods for the proposed system. With that, the study improved the hyperparameter tuning techniques with three machine learning models: artificial neural network (ANN), multinomial logistic regression (MLR), and SVM. The study then evaluated the performance of these hyperparameter tuning techniques according to specific performance measures and found that the performance of random search method surpassed the performance of the grid search method.

In addition to identify fake news content, researchers have proposed alternative approaches, focusing on the detection of fake accounts [25], [26]. For example, [27] introduced a predictive stance for social network rumors (PSSNR) framework to improve the prediction of user stance. The proposed framework uses two types of data: conversation threads and user-based features, and the methodology of the study consists of two main phases: data preparation and the application of different machine learning algorithms using an augmented dataset.

The study conducted experiments using several machine learning algorithms and combinations of features through both pre- and post-data augmentation. The results indicated that augmenting data in deny and support classes together with combinations of content and user features had shown a significant improvement. The proposed framework outperformed state-of-the-art results, achieving a notable increase in macro F1-score from 0.672 to 0.7233.

Another significant contribution on the detection of fake news through machine learning presented by [28]. The study utilized linguistic features with an ensemble of several text classifiers through incorporating two voting classifiers. The first voting classifier comprised of logistic regression, random forest, and k-nearest neighbors (KNN), while the second voting classifier system includes the logistic regression, linear SVM and classification and regression trees (CART) to identify the fake news. The study focuses on linguistic features such as punctuation, word-associated emotions (positive or negative), and grammar. Despite its effectiveness on its methodology through the two-voting system, the study centers solely on the textual data. This limitation may result in overlooking valuable insights that other attributes, such as metadata, could contribute to the context of fake news detection.

Thus, this study proposed the development of a supervised machine learning algorithm that can accurately classify social media data as fake news or true news. The main contribution of this study lies in the implementation of two aspects of data, textual data, and metadata features. This study focuses on the content-specific keywords in the political and health domains to improve the performance of the proposed model. In addition to textual data, this study explores tweet-related features, including the number of followers, retweets, number of likes, and tweet counts, in order to implement a thorough analysis of the correlation between these features.

This study is also contributed by inducing both textual data and metadata features into three machine learning classifiers: decision tree, supervised machine learning, and Naïve Bayes. The proposed algorithm further employed grid search functions to optimize the hyperparameters of the classifiers and improve their generalization abilities. Overall, this paper is organised as follows: section 2 describes the methodology for this study; section 3 presents the obtained results; section 4 discusses the results and future works; section 5 concludes the overall study.

2. METHOD

This section presents a comprehensive overview of the methodology employed in this study, including Twitter data acquisition, data preprocessing, data transformation, classification model development, feature extraction, and model evaluation. The development and evaluation of the fake news detection model are conducted using Python programming language. The detailed processes are presented in Figure 1.

2.1. Twitter data acquisition

Real-time tweet data were obtained through API access tokens and keys from Twitter. The requests to Twitter were authenticated using API access tokens and keys. With that, access to the data was acquired. Considering the scope of the study on healthcare and politics, a Twitter scraping command was used for the aggregation of data like user ID, tweet text, language, account creation date, source, number of retweets and likes, Twitter join date, verified user status, number of followers, number of followings, location, tweet and quote count by using keywords (e.g., “COVID-19” and “vaccine”). This comprehensive dataset enabled a targeted analysis of within the specific domains of healthcare and politics of this study, facilitating a nuanced approach to detecting fake news on Twitter.
2.2. Data preprocessing

All collected data were then subjected to data preprocessing. Essentially, irrelevant, and non-textual data like special characters, numbers, and punctuation can be eliminated through the cleaning process, which was executed separately for the textual data and metadata features in this study. In most cases, there is noise and irrelevant information, including stop words and punctuation marks, in textual data, which must be removed. Besides that, the presence of missing values or outliers in metadata features like the number of likes, retweets, and followers requires specific techniques for efficient handling.

The overall data preprocessing process involved converting textual content to lowercase for standardization. Following that, all hyperlinks, punctuation, username, and whitespace in the textual data were eliminated. Adding to that, an empty string was used to replace any term with the hashtag sign (#) within the textual data.

The study proceeded to stop word removal and text lemmatization and stemming. Stop word removal in this study involved eliminating words with not much meaning in a context and minimizing the data noise, which was intended to improve the performance of the machine learning model. On the other hand, text lemmatization and stemming involved converting textual data to its root form, which served to simplify the textual data without losing the semantic meaning.

Metadata of tweets in this study were subsequently subjected to data cleaning. Features like “source”, “user.id”, “user.screen_name”, “user.description”, “user.verified”, “user.status_count”, “user.friends_count”, “user.followers_count”, “user.favourites_count”, “user.created_at”, “user.geo_enabled”, “user.lang”, “place”, “is_quote_status”, “retweet_count”, and “favorite_count” were eliminated due to their lack of contribution for the study’s data classification task. These features were eliminated from the dataset through Python.drop() built-in function. The remaining features like “created_at”, “id”, “full_text”, and “user.location” were retained to facilitate the subsequent data processing and feature selection.

2.3. Data transformation

After data preprocessing, the study proceeded to data vectorization, which was deemed pivotal in transforming textual data into an appropriate numerical structure for the machine learning algorithms. In this case, a specific term or word in the text document was converted into a matrix of numerical values or numerical vectors, which resulted in a comprehensive feature matrix. Data transformation in this study specifically involved the application of bag-of-words (BoW) and term frequency-inverse document frequency (TF-IDF).

In BoW, documents were clustered based on the occurrence frequency of words within the documents. Each document in this study was represented as a vector, in which each dimension corresponded to a term in the dictionary within the corpus. As a result, a document-term matrix form was generated.
A standard representation of BoW document-term matrix, which captured the relationship between the documents and the terms in the documents, is presented in Figure 2.

\[
\begin{bmatrix}
W_{11} & W_{12} & \cdots & W_{1p} \\
W_{21} & W_{22} & \cdots & W_{2p} \\
\vdots & \vdots & \ddots & \vdots \\
W_{n1} & W_{n2} & \cdots & W_{np}
\end{bmatrix}
\]

Figure 2. BoW document-term matrix representation

Where the row section, \( n \), refers to the number of tweets in the dataset, the column section, \( p \), refers to the unique terms related to the domain of healthcare and politics.

Meanwhile, TF-IDF is regarded as one of the most efficient statistically weighted, measured approaches for textual data analysis. TF-IDF in this study was employed to determine the importance of a word within a document according to its frequency in a corpus of documents, which is calculated as follows:

\[
TF_{(cl,td)} = \frac{\sum_{i=1}^{n} cl_{i} e tw_{i}}{\sum_{j=1}^{m} tw_{j} e td}
\]

where \( cl \) denotes the classification of Twitter document (i.e., fake news and true news), \( td \) denotes the Twitter document (i.e., the domain of healthcare and politics), \( i \) denotes the instance in the document, \( n \) denotes the total number of collected data, \( tw \) denotes the word in a tweet, \( m \) denotes the total number of feature, \( j \) denotes the instance of the feature, \( cd \) denotes the corpus data.

Considering the application of both BoW and TF-IDF in Python, an appropriate library was considered. In addition, count vectorizer and TF-IDF vectorizer were employed in this study to facilitate the overall process of data transformation. Referring to Figure 3, the resultant output of the first 10 words obtained through the application of count vectorizer and TF-IDF vectorizer revealed the word “covid” as the most used word in both vectorization techniques.

Figure 3. The output of first 10 words through the application of count vectorizer and TF-IDF vectorizer

2.4. Model development

The obtained results from data transformation were utilized for the construction of classification models. Naïve Bayes, decision tree, and SVM algorithms were employed for the classification model development in this study. As a classification machine learning algorithm, Naïve Bayes simplifies the data learning process through generative assumptions and parameter estimations. With the integration of “naïve” assumptions, data categorization or classification was performed based on the theorem of Bayes, in which all features in a document are independent of one another. It is also known as “probabilistic classification”, as it can predict the distribution of probabilities across a set of features using the following formula:

\[
P (A|B) = \frac{P(B|A) P(A)}{P(B)}
\]

where \( A \) denotes the classification of Twitter document (i.e., fake news and true news), \( B \) denotes the set of features in Twitter document.

Among the listed algorithms, decision tree offers the simplest approach for data categorization or classification. It consists of root nodes, branches, and terminal nodes, which form a tree-like structure that generates possible outcomes from a series of sequential choices. The information gain formula was used to
Development of a machine learning algorithm for fake news classification in textual data and metadata

Input: Textual data and metadata from tweets
Output: Classification of tweets (fake news/true news) and confusion matrix report

Step 1: Read dataset
Step 2: Split data into training and testing
   for i=1 to n do
      Split data into training and testing
      x_train, x_test, y_train, y_test = train_test_split (x, y, test_size=0.3, random_state=0)
   end for
Step 3: Train the supervised machine learning classifier
   if (textual data):
      tfidf_vectorizer = TfidfVectorizer()
      x_train_tfidf = tfidf_vectorizer.fit_transform(x_train)
      x_test_tfidf = tfidf_vectorizer.transform(x_test)
   Step 4: Train supervised machine learning classifiers
      if (textual data):
         def Naïve_Bayes()
         NB_TFIDF = MultinomialNB()
         NB_TFIDF.fit(x_train_tfidf, y_train)
         end Naïve_Bayes()
         def SVM()
         SVM_TFIDF = svm.SVC()
         SVM_TFIDF.fit(x_train_tfidf, y_train)
         end SVM()
def Decision_Tree():
    DT_TFIDF = DecisionTreeClassifier()
    DT_TFIDF.fit(x_train_tfidf, y_train)
end Decision_Tree()

if (metadata):
    def Naïve_Bayes():
        NB_model = GaussianNB()
        NB_model.fit(x_train, y_train)
        end Naïve_Bayes()
    def SVM():
        SVM_model = svm.SVC()
        SVM_model.fit(x_train, y_train)
        end SVM()
    def Decision_Tree():
        DT_model = DecisionTreeClassifier()
        DT_model.fit(x_train, y_train)
        end Decision_Tree()

Step 5: Test the supervised machine learning classifier
if (textual data):
    NB_predictions = NB_TFIDF.predict(x_test_tfidf)
    SVM_predictions = SVM_TFIDF.predict(x_test_tfidf)
    DT_predictions = DT_TFIDF.predict(x_test_tfidf)
if (metadata):
    NB_predictions = NB_model.predict(x_test)
    SVM_predictions = SVM_model.predict(x_test)
    DT_predictions = DT_model.predict(x_test)

Step 6: Generate confusion matrix report
NB_report = NB_confusion_matrix(y_test, NB_predictions)
SVM_report = SVM_confusion_matrix(y_test, SVM_predictions)
DT_report = DT_confusion_matrix(y_test, DT_predictions)

2.5. Feature extraction

Feature extraction identifies important features in a document by counting the significant score or weight of each word or phrase. In this study, the counting process involved calculating the frequency of each word and assigning a weight to them based on their occurrence. Features were ranked based on their importance score. Twitter fake news were detected based on the identified best features. Through the “classifier.feature_importances” from the Python library, frequencies were calculated, and a series of feature importance scores was stored. The features were sorted from the highest score (the most important) to the lowest score (the least important). Referring to Figure 4, the obtained results of feature importance revealed “number of followers” as the most important feature with the highest importance score of 0.287, which was followed by “tweet_count” (0.185), “source” (0.148), “verified” (0.143), “quote_count” (0.111), “no_retweet” (0.054), “no_likes” (0.042), and lastly, “no_following” (0.026).

Figure 4. Results of feature importance for Twitter fake news and true news
2.6. Model evaluation

Performance metrics, specifically accuracy, precision, recall and F1-score, were used for the evaluation of the developed classifier models. Accordingly, these metrics are based on the concept of a confusion matrix, as illustrated in Table 1. The confusion matrix consists of several components with specific calculations. Firstly, true positive (TP) refers to the number of instances correctly predicted as positive. Secondly, true negative (TN) refers to the number of instances correctly predicted as negative. Thirdly, false positive (FP) refers to the number of instances inaccurately predicted as positive (but actually negative). Lastly, false negative (FN) refers to the number of instances inaccurately predicted as negative (but actually positive).

Table 1. Confusion matrix

<table>
<thead>
<tr>
<th>Actual class</th>
<th>Positive (P)</th>
<th>Negative (N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Predicted class</td>
<td>True positive (TP)</td>
<td>False positive (FP)</td>
</tr>
<tr>
<td>Negative (N)</td>
<td>False negative (FN)</td>
<td>True negative (TN)</td>
</tr>
</tbody>
</table>

When it comes to machine learning classification model evaluation, accuracy is the most frequently used performance metric. It offers the most straightforward approach of calculating the proportion of correctly predicted instances.

\[
\text{Accuracy} = \frac{TP + TN}{P + N} \tag{7}
\]

Relying on accuracy alone for model evaluation is inadequate when highly skewed data distribution issues are involved. Addressing that, the current study included additional performance metrics, specifically precision, recall, and F1-score, to achieve a more optimal balance in data classification. As shown in (8), precision refers to the measurement of the accuracy or percentage of instances that the classifier correctly predicts as positive (out of the total instances predicted as positive).

\[
\text{Precision} = \frac{TP}{TP + FP} \tag{8}
\]

As shown in (9), recall or also known as sensitivity measures the completeness or percentage of actual positive instances predicted by the classifier as positive. A high recall indicates that the model successfully identifies most of the positive cases, minimizing the risk of overlooking false negatives. It is particularly crucial in scenarios at which the inability to detect true positives could have significant implications, especially in the detection of fake news. Referring to (10), F1-score measures the harmonic mean between precision and recall, with the score of 1.0 indicates the perfect balancing score between the two metrics. The implementation of performance metrics in Python requires the use of “accuracy_score” and “classification report” functions.

\[
\text{Recall} = \frac{TP}{TP + FN} \tag{9}
\]

\[
F1 - \text{score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \tag{10}
\]

3. RESULTS

A comparative analysis of the performance metrics for the machine learning classification models between the cases of textual data and metadata was conducted. The obtained results were intended to identify the most effective setting combination for Twitter fake news (and true news) detection. The results of accuracy for Naïve Bayes, decision tree, and SVM classifiers in the cases of textual data and metadata are tabulated in Table 2. Decision tree recorded the highest accuracy, with a 100% score for the case of textual data and a 94.54% score for the case of metadata.

Referring to Table 3, the results of precision, recall, and F1-score for Naïve Bayes, decision tree, and SVM classifiers regarding textual data-based classification tasks revealed additional insights on the performance of each model. Based on the obtained results for the case of textual data, the performance of Decision tree surpassed the performance of Naïve Bayes and SVM in terms of precision, recall, and F1-score for Twitter fake news and true news. Meanwhile, the results of precision, recall, and F1-score for...
Naïve Bayes, decision tree, and SVM classifiers regarding metadata classification task are presented in Table 4. Decision tree recorded the highest F1-score for both cases of Twitter fake news and true news. As compared to Naïve Bayes and SVM, decision tree demonstrated a better balance of precision and recall. Meanwhile, SVM recorded the best precision (100%) and recall (100%) for Twitter fake news and true news within the context of the metadata classification task.

### Table 2. Accuracy for cases of textual data and metadata

<table>
<thead>
<tr>
<th>Machine learning</th>
<th>Textual data</th>
<th>Metadata</th>
</tr>
</thead>
<tbody>
<tr>
<td>Naïve Bayes</td>
<td>97.27</td>
<td>89.09</td>
</tr>
<tr>
<td>Decision tree</td>
<td>100</td>
<td>94.54</td>
</tr>
<tr>
<td>SVM</td>
<td>55.19</td>
<td>58.18</td>
</tr>
</tbody>
</table>

### Table 3. Precision, recall and F1-score for textual data-based classification task

<table>
<thead>
<tr>
<th>Machine learning</th>
<th>Fake news</th>
<th>True news</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision (%)</td>
<td>Recall (%)</td>
<td>F1-score (%)</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>100</td>
<td>94</td>
</tr>
<tr>
<td>Decision tree</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>SVM</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 4. Precision, recall and F1-score for metadata classification task

<table>
<thead>
<tr>
<th>Machine learning</th>
<th>Fake news</th>
<th>True news</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision (%)</td>
<td>Recall (%)</td>
<td>F1-score (%)</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>83</td>
<td>96</td>
</tr>
<tr>
<td>Decision tree</td>
<td>92</td>
<td>96</td>
</tr>
<tr>
<td>SVM</td>
<td>100</td>
<td>8</td>
</tr>
</tbody>
</table>

Overall, decision tree demonstrated good performance in classifying Twitter fake news and true news for both cases of textual data and metadata. With the aim to refine the model accuracy, the study further performed hyperparameter tuning on decision tree for metadata classification task. The refinement was executed using the gridsearchcv() function from the Python library. The results of the hyperparameter tuning are summarised in Table 5, which clearly revealed improved accuracy, suggesting better model performance in practice after the implementation hyperparameter tuning.

### Table 5. Hyperparameter tuning on decision tree for metadata classification task

<table>
<thead>
<tr>
<th>Machine learning</th>
<th>Accuracy before hyperparameter tuning (%)</th>
<th>Accuracy after hyperparameter tuning (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decision tree</td>
<td>94.54</td>
<td>96.36</td>
</tr>
</tbody>
</table>

A crucial aspect of this study’s methodology relies in its utilization of two types of data, namely textual and metadata. This is important in understanding the different characteristics that are inherent in each kind of data, highlighting the necessity for personalized models that are optimized for each type of data and, therefore, enhancing the overall performance of the proposed model. Another important feature in this study is the selection of the classification model, where the implementation of the fake news classifications relies on the three classifiers: Naïve Bayes, decision tree, and support vector machine. The three classifiers were chosen for their general ability to process high-dimensional data, including textual data and metadata features. The thorough evaluation of these classifiers aligns with the objective of this study, which is to construct a comprehensive and adaptable model for the accurate classification of fake news.

### 4. DISCUSSION AND FUTURE WORKS

This study has proposed a supervised machine learning algorithm that integrates both textual data and metadata features for the classification of fake news in social media posts, a method not explored prior. However, the methodology underpinning the proposed models necessitates further exploration. Firstly, the efficacy of machine learning models, particularly for fake news detection, substantially relies on data availability and quality. The current study employed Twitter API for data extraction in the domain of
healthcare and politics to ensure accurate analysis. In particular, information like user ID, username, location, tweet counts, and date range were acquired. In order to ensure the model accuracy and efficacy, all collected data were then subjected to data preprocessing and cleaning considering the complexities and presence of noise in real-world data that may result in false predictions and erroneous conclusions.

The approach of data preprocessing and cleaning in this study involved converting text to lowercase, removing hyperlinks, punctuation, and whitespace, as well as performing hashtag removal and text lemmatization and stemming. Considering the significance of ensuring the accuracy of fake news detection model, it is recommended for future research to consider integrating other preprocessing techniques like n-gram analysis and properly handling misspelled words in tweets. Adding to that, the current study demonstrated that decision tree generally outperformed Naïve Bayes and SVM. Despite that, it is recommended for future research to incorporate another model, particularly deep-learning model architectures like convolutional neural networks or recurrent neural networks, for enhanced classification performance. The integration of machine learning and deep learning models potentially improves accuracy and presents a broader understanding of how the models deal with complex datasets.

Furthermore, the obtained tweets in this study were classified as true news or false news using the binary classification method, 0 or 1. However, this method might not adequately capture the linguistic variation present in fake news. News articles often convey a wide range of information, comprising elements that are both true and false as well as diverse opinions. Hence, this study envisions exploring the multi-label classification incorporating labelling of “true news”, “fake news” and “partially fake news” to improve comprehensive analysis of the characteristics of fake news, especially in health and political domains. This effort would increase the validity of the proposed model.

Another piece of future work could be done by investigating the other diversifications that contribute to the detection of fake news. While the proposed model concentrated on two types of data, textual data and metadata, there is potential for improvement by incorporating additional features, such as user profile features. Attributes such as age, registration time, account verification status, and follower count could enhance the performance of the proposed fake news detection model.

5. CONCLUSION

As compared to traditional printed news, news consumption via social media platforms is preferred following the immense popularity of social media. However, this shift has facilitated the rapid dissemination of fake news, adversely affects individuals and society. Addressing that, the current study proposed a supervised machine learning algorithm that can accurately detect fake news on social media, particularly Twitter. With that, Twitter data in the domain of healthcare and politics were obtained through the use of Twitter API. The obtained dataset was subsequently divided into textual data and metadata. In particular, textual data contained textual content, while metadata contained attributes like “no_follower”, “tweet_count”, “source”, “verified”, “quote_count”, “no_retweet”, “no_likes”, and “no_following”. Both textual data and metadata were subjected to data preprocessing and cleaning using techniques like stop word removal and text lemmatization and stemming, which was followed by data transformation (data vectorization) using BoW and TF-IDF. With these pre-processed datasets, the study proceeded to develop machine learning classifiers, which specifically involved Naïve Bayes, decision tree and SVM. The performance of these three proposed classifiers was evaluated in terms of accuracy, precision, recall, and F1-score for both cases of textual data and metadata. Based on the obtained results, decision tree demonstrated the highest accuracy for both cases of textual data and metadata, which clearly outperformed Naïve Bayes and SVM. Although SVM recorded the highest precision score for the case of metadata, decision tree demonstrated the best performance in terms of recall and F1-score. In conclusion, decision tree was identified as the best machine learning classifier model for Twitter fake news detection. Future research can explore other preprocessing techniques and integrate machine learning and deep learning methodologies to enhance the performance of the proposed fake news detection model.
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