Explore corpus linguistics via computational tool analysis: key finding review

Wan Nur Aida Sakinah Wan Jusoh¹, Norfaizah Abdul Jobar², Md Zahril Nizam Md Yusoff³, Hanifah Mahat³
¹Faculty of Languages and Communication, Universiti Pendidikan Sultan Idris, Tanjong Malim, Malaysia
²Department of Language and Malay Literature, Faculty of Languages and Communication, Universiti Pendidikan Sultan Idris, Tanjong Malim, Malaysia
³Department of Geography and Environment, Faculty of Human Sciences, Universiti Pendidikan Sultan Idris, Tanjong Malim, Malaysia

Article Info

Article history:
Received Nov 2, 2023
Revised Jan 22, 2024
Accepted Feb 16, 2024

Keywords:
Computational linguistic
Corpus analysis
Corpus linguistic
Text corpora
Tool support

ABSTRACT

Corpus linguistics investigates language using extensive text databases. Tools assist researchers in analyzing, extracting, and interpreting linguistic information efficiently. Furthermore, if researchers only use traditional tools in corpus linguistic analysis, they will lack the comprehensiveness and efficiency required to effectively navigate and derive valuable insights from language data. This paper employed the preferred reporting items for systematic reviews and meta-analyses (PRISMA) approach to find the primary data based on a few keywords in corpus linguistic, corpus analysis, computational linguistic, text corpora and tool support. Based on this method, we used advanced searching techniques on Scopus and Web of Science (WoS) and discovered (N=28) data pertinent to the study. Expert scholars decide on a theme based on the problem, which is (i) types of corpus tools and their uses; (ii) their contributions and their capabilities, and (iii) limitations of corpus tools. All the tools were used in interdisciplinary studies. In summary, this systematic review uncovers pivotal key findings at the intersection of computational tools and corpus analysis, enriching linguistic knowledge. It highlights the interdisciplinary potential of corpus-based analysis in advancing linguistic tools and, their applications, as well as language analysis.
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1. INTRODUCTION

In this dynamic landscape, synergy between human expertise and computational power has become a hallmark of contemporary language studies. Researchers increasingly rely on advanced computational linguistics, machine learning algorithms, and corpus-based online tools to efficiently shift through massive corpora and to identify patterns, frequencies, trends, and variations in language use. A corpus is a collection of texts compiled for a certain purpose [1], [2], while corpus analysis is a text analysis method that allows large-scale comparisons between textual objects. This enables the identification of patterns in the grammatical use of recurring phrases and statistically likely or unlikely phrases within a collection of documents. This analysis is useful for testing intuitions regarding texts, triangulating results from other digital methods, and facilitating the retrieval and interpretation of authentic examples of language phenomena. This involves an exploratory, inductive approach to studying the meanings and functions of
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linguistic forms in the context of real communication, whereas computational tools are an interdisciplinary field that offers a computational viewpoint on natural language. It also automates linguistic operations that were formerly performed manually, including text analysis [3].

Currently, many corpora require some exploration, and this analysis offers a major contribution to the work of linguists, researchers, and educators [4] in comprehending the natural use of languages in certain communities. After several decades, it was noticed that several linguists and researchers employed corpus linguistics as a key methodology [5]. Regardless of the preceding definition, the concept of corpus linguistics as a theory or methodology has become a “polemic” among linguists [6]. One of the key reasons for the rapid growth of corpus linguistics is its ability to provide a vast amount of authentic language data for analysis [7] and to analyze data with multipurpose functions in one tool. However, the use of corpus tools involves several issues and problems because they do not fully meet the specific needs of researchers in terms of corpus size or diversity [8]. Several tools have limited access and restricted applied domains, which can hinder their usability and applicability in different research contexts [9], lack accuracy in both automatic and manual annotation, and are not user-friendly. This may affect the reliability and validity of corpus data. Additionally, the tool has not kept up with evolving research needs or integration between corpus linguistics methodologies and cutting-edge computational approaches that affect the final result, and they struggle to adapt to the demands of diverse language types and modalities [10]. Another problem is the lack of evaluation skills and knowledge of corpus tools, which can make it challenging for beginners to understand and utilize them effectively [11]. Furthermore, the development of corpus analysis platforms faces challenges in managing and analyzing large amounts of data while ensuring open accessibility and satisfying scientific demands [9].

For this reason, an analysis of the latest studies on the use of computational tools must be conducted to obtain the latest information on all these problems. Such problems will be examined based on i) types, ii) uses, iii) contributions of computational tools, and iv) limitations of computational tools that the researcher found from the systematic literature review. This review provides a structured overview and understanding of a specific phenomenon or topic [12]. The purpose of the systematic literature review is to create a better theoretically grounded understanding of the topic, identify trends, describe managerial implications, and identify future research directions [13].

Additionally, this study contributes to bridging the gap between traditional linguistic analyses and new computational approaches, fostering collaborative efforts to improve linguistic analyses, data accessibility, and other considerations. Ultimately, this study aimed to enhance the quality and impact of language research in diverse fields. In previous systematic literature reviews (SLRs) on calculation tools, the majority have focused on only one subtool. For example, a machine learning tool [14] but not a variety of corpora or computational tools. On the other hand, one study [15] focused on software support, but this research leans more towards discourse-based textual analysis, as well as a few sub-sections on the criteria for tools and their guidelines. Antidze et al. [16] focused on software for the composition of natural languages. Therefore, the motivation of this study was to more deeply investigate the computational tools used in corpus linguistics to identify the functions, advantages, and limitations of the tools used by past researchers based on statements from the articles reviewed.

2. METHOD

This section describes the selection of search terms and literature required for the next stage of the mapping phase. It is essential to analyze how researchers have conducted previous studies and their contributions to the field. This literature review summarizes previous research, but it is not a comprehensive analysis of all studies in this area. This section presents the preliminary findings from the SLR conducted to analyze the described domain, starting from the identification and screening phases and including data extraction and analysis, as shown in Figure 1, before the end of this section.

2.1. Identification

The process of selecting papers appropriate for this report involved three key phases as part of the systematic review process. Once the pertinent keywords have been determined, search strings are formulated for the Scopus and Web of Science (WoS) databases, as outlined in Table 1. During the initial stage of the systematic review procedure, we successfully obtained a total of 4,273 papers from multiple databases. For a manuscript to be published, all the work must meet the standards of publication quality.

2.2. Screening

Duplicate papers were eliminated during the initial screening. All papers underwent two screening stages, with the first stage resulting in the rejection of 4,125 papers. Consequently, 148 publications were eliminated based on specific criteria. Overall, the rigorous screening process ensured the elimination of duplicate papers and the selection of relevant publications to meet the objectives of the study.


<table>
<thead>
<tr>
<th>Name of database</th>
<th>The search string</th>
</tr>
</thead>
</table>
| Scopus           | TITLE-ABS-KEY ("corpus linguistic" OR "corpus analysis" OR "computational linguistic" OR "text corpora" OR "text analysis" AND "tools support") AND PUBYEAR > 2020 AND PUBYEAR < 2024 AND (LIMIT-TO (SUBJAREA, "COMP") OR LIMIT-TO (SUBJAREA, "SOCI") AND (LIMIT-TO (DOCTYPE, "ar") AND (LIMIT-TO (LANGUAGE, "English") AND (LIMIT-TO (SRCTYPE, "j") AND (LIMIT-TO (OA, "all")))) | “corpus linguistic” OR “corpus analysis” OR “computational linguistic” OR “text corpora” OR “text analysis” AND “tools support” (All Fields) and 2023 or 2022 or 2021 (Publication Years) and Article (Document Types) and English (Languages) and Computer Science or Social Sciences Other Topics (Research Areas) and All Open Access (Open Access)

2.3. Eligibility

In the third phase of the research methodology, referred to as eligibility assessment, we meticulously examined the article titles and pertinent textual content to ascertain compliance with the inclusion criteria and alignment with the study objectives. A total of 144 participants were included in this study. This rigorous scrutiny led to the removal of 116 papers because their titles and abstracts did not demonstrate significant relevance to our study's objective and were based on empirical data as shown in Table 2. The selected articles met the necessary criteria and provided valuable insights and information that aligned with our research aims.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Inclusion</th>
<th>Exclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Language</td>
<td>English</td>
<td>Non-English</td>
</tr>
<tr>
<td>Timeline</td>
<td>2021-2023</td>
<td>&lt; 2021</td>
</tr>
<tr>
<td>Literature type</td>
<td>Journal (article)</td>
<td>Conference, book, review</td>
</tr>
<tr>
<td>Subject area</td>
<td>Computer science, social sciences</td>
<td>Besides computer sciences / social sciences / others</td>
</tr>
<tr>
<td>Document type</td>
<td>Article</td>
<td>Besides article</td>
</tr>
<tr>
<td>Open access document</td>
<td>Open access</td>
<td>Besides open access</td>
</tr>
</tbody>
</table>

2.4. Data extraction and analysis

The authors then investigated the most important studies on corpus linguistic tool classification conducted thus far. The methods used in each study and research results were examined. Subsequently, the author collaborated with several researchers to derive thematic categories grounded in the empirical data within the context of this study. Figure 1 shows how the authors carefully reviewed 28 publications on claims or information relevant to the main topics of the study using a PRISMA diagram [17], [18]. Throughout the data analysis process, a log was maintained to document pertinent explanations, perspectives, enigmas, or other concepts deemed significant in comprehending the data. Finally, we conducted a comparative analysis of the findings to ascertain any potential issues pertaining to the construction of the theme. It is important to note that if the ideas did not match, writers would discuss them. The established themes were changed to ensure they were the same.

3. RESULTS AND DISCUSSION

The findings of this study include several main themes, namely, the types and uses of the corpus tools used in the 24 articles reviewed. These articles used word analysis tools, natural language processing (NLP) tools, and combinations of several NLP and technological tools. The selection of this corpus tool was based on the need to solve the study problem, along with the type of field and data used. This result was divided according to the types of corpus tools and their uses, contributions, capabilities, and limitations.

3.1. Types of computational tool and uses

Computational tools in corpus linguistics can be categorized into several types, based on their functions and applications. First, basic corpus tools such as AntConc [19] and keyword in context (KWIC) [20] allow users to search for word phrases and view every instance in its immediate context. They generated lists of words and phrases, frequency lists, and other visualization methods [21], [22]. The purpose of this software is to thoroughly analyze textual data using known corpus statistical standards. Examples include concordance tools, collocation graphs, network tools, description tools, wordlists, keyword tools, n-gram tools, text tools, GraphColl, and Wizard [23]. However, these tools cannot support language processing analysis; they are limited to the surface features of the text, such as concordance, word and phrase search, and word frequency analysis, and are still excellent for the detailed manual analysis of texts. Thus, for language processing analysis (NLP) is the alternative. It is more diverse and is used in a wider range of applications, from automated text summarization and sentiment analysis to language translation and speech recognition.
NLP tools often use complex algorithms and Microsoft Excel to process unstructured text data, allowing them to summarize large texts, extract key points and information, and improve over time through machine learning and artificial intelligence (AI) [24], [25], visualization data analysis [26], database management systems (DBMS) [27], [28] (e.g., Python’s NLTK or spaCy) [29], integrated development environments (IDEs), web scraping and data extraction tools, speech processing tools, and statistical analysis software to analyze and understand the text. These tools can discern patterns and meanings in a manner like that of human comprehension [30]. Among the most notable NLP tools are Wordify [8], Mlphon [31], morphological analyzer [32], Runyakitara tool [33], LexTutor [34], [35], Coh-Metric [36], [37] linguistic queries and word count (LIWC) [38], UAM corpus tool [39], [40], SketchEngine (Ske) [41], Wmatrix [37] MultiAZterTest [42], sublanguage corpus analysis toolkit (SubCAT) [43], EnvText [44], InLang [45], Berri corpus manager [46], UCREL semantic analysis system (USAS) [47], PyMongo (Mongo DB, Python technology, Flask) [46], LancsBox 5.1.2 [48], LancsBox 4.5 [49], LancsBox [50], NooJ platform [51] and Bi-LSTM [52].

These NLP tools encompass core areas, such as syntax, semantics, pragmatics, and discourse, providing a range of capabilities suitable for complex and dynamic applications. The combination of various theories and language models with NLP models has led to new discoveries in the field. These advancements have been observed in areas such as natural language tasks, language modelling, syntactic parsing, machine translation, sentiment analysis, and question answering [53]. The NLP tool provides a broader and more sophisticated range of capabilities suitable for a wider array of complex and dynamic applications in today’s data-driven world [54]. The types of corpus tools were reviewed on a one-on-one basis and their uses were explored in 28 articles as shown in Table 3. All tools were tagged by the article and found to be a corpus tool and a combination of tools from other supporting tools.

Figure 1. Flow chart of the recommended search study from the PRISMA diagram

<table>
<thead>
<tr>
<th>No.</th>
<th>Types of tools</th>
<th>No.</th>
<th>Types of tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Wordify [8]</td>
<td>16</td>
<td>SubCAT [43]</td>
</tr>
<tr>
<td>2</td>
<td>TermoStat Web 3.0 and AntConc [19]</td>
<td>17</td>
<td>InLang and IMR [45]</td>
</tr>
<tr>
<td>3</td>
<td>KWIC [20]</td>
<td>18</td>
<td>Berri Corpus Manager using Mongo DB, Mongo DB, Python technology, Flask (PyMongo) [46]</td>
</tr>
<tr>
<td>4</td>
<td>Mlphon [31]</td>
<td>19</td>
<td>USAS, Wmatrix, Sketch engine [47]</td>
</tr>
<tr>
<td>5</td>
<td>Morphological analyzer [32]</td>
<td>20</td>
<td>LancersBox 5.1.2 and iWeb corpus [48] LancsBox 4.5 [49] [50]</td>
</tr>
<tr>
<td>6</td>
<td>Runyakitara tools [33]</td>
<td>21, 22, 23</td>
<td>Noo and POS tagger [51]</td>
</tr>
<tr>
<td>7</td>
<td>LexTutor [34]</td>
<td>24</td>
<td>Bi-LSTM [52]</td>
</tr>
<tr>
<td>8</td>
<td>LexTutor and SPSS [35]</td>
<td>25</td>
<td>Python 3.0, spaCy</td>
</tr>
<tr>
<td>9</td>
<td>Coh-Metric and Gramulator [36]</td>
<td>26</td>
<td>Latent dirichlet allocation (LDA), pyLDAvis, Gensim [55]</td>
</tr>
<tr>
<td>10</td>
<td>Coh-Metric 3.0 and Wmatrix [37]</td>
<td>27</td>
<td>Optical character recognition (OCR), Granularity, ABBYY</td>
</tr>
<tr>
<td>11</td>
<td>LIWC, Google perspective API tools [38]</td>
<td>28</td>
<td>Finerreader 14, CexTools [56]</td>
</tr>
<tr>
<td>12</td>
<td></td>
<td>29</td>
<td>TF-IDF algorithm [57]</td>
</tr>
<tr>
<td>13</td>
<td>UAM corpus tool [39] [40]</td>
<td>30</td>
<td>pyLDAvis-LDA for topic Modeling™ &amp; Python library spaCy [58]</td>
</tr>
<tr>
<td>14</td>
<td>SketchEngine (Ske) [41]</td>
<td>31</td>
<td>EcoLexicon and data driven learning (DDL) [59]</td>
</tr>
<tr>
<td>15</td>
<td>MultiAZterTest [42]</td>
<td></td>
<td>TF-IDF algorithms and Python [60]</td>
</tr>
</tbody>
</table>

Table 3. List of computational tools based on research
Thirteen main functions were determined for the computational tools. All these uses comprise the main functions and key points. All tools, including concordance, NLP, and technology tools, were used by the researcher based on the articles found. Some studies have developed new corpus tools based on the current need to solve problems in a particular language such as Wordify [8], Mljphon [31], Runyakitara tool [33], PyMongo (Mongo DB, Python technology, Flask) [46], InLang [45], MultiAzterTest [42], PyLDAvis [58], and NooJ [51]. The types and functions of these computational tools are summarized in a mind map as shown in Figure 2.

![Mind Map of Computational Tools](image_url)

**Figure 2. Overview of the use of computational tools based on selected articles**

### 3.2. Contribution and capabilities of computational tools

This section discusses the role of each tool used in the study. Of the studies examined, 26 articulated the impact of the tool on research and its utility in data analysis. There are also articles that do not state the advantages or features of the corpus tools they use or justify their use compared to other tools. They simply state the type of corpus tool and apply it to obtain data. Corpus tools are often not explicitly described in this study. One reason is the lack of evaluation and knowledge of the tools, particularly for beginners [61]. In addition, researchers may overlook describing the contribution of corpus tools because they focus more on integrating the tools to obtain more important data than on describing the contribution of the tool [62]. Therefore, researchers should strive to strike a balance by discussing substantive contributions and providing sufficient methodological details, including explanations of corpus tool selection, functionality, and effectiveness in generating precise data that align with the research goals.

Of the 28 data articles in this previous study, 31 corpus tools were discussed. This shows that there are various contributions from the application of the corpus tools that they have chosen. However, the value of each tool is contingent when the specific aims involve the nature of the research questions and the characteristics of the data influence to ensure that knowledge is advanced in their respective fields [63].
The application of this corpus tool meets the needs of the study and has helped researchers analyze the language and improve their skills. These explanations are detailed in Figures 3 and 4, respectively. There are various benefits of all the corpus tool that have been expressed and benefited researchers, and this tool has supported their study data from various aspects e.g. in terms of linguistic competence and features [42], language functioning and patterns [33], digital corpora [56], lexical richness [35], flexible database, multidimensional measures of language quality [37], and multilingual analysis [50].

From these results, we can observe the continued development and enhancement of user-friendly open-source corpus tools that cater to the evolving needs of researchers. The integration of advanced technologies such as machine learning and NLP into corpus tools enables more sophisticated analyses. Accessibility and open data initiatives are promoted to make diverse corpora more accessible to researchers. This can be achieved through the platform’s development. This facilitates the sharing and collaborative creation of corpora, thereby reducing barriers to researchers’ entry. Furthermore, joint efforts have bridged the gap between existing tools, new machine learning AI, and model approaches, promoting a holistic understanding of language. A new advancement in current research is multimodal and multilingual adaptation. The development of tools has recognized the increasing complexity of linguistic research. However, these contributions have limitations.

3.3. Limitations of computational tools

This section discusses the limitations and vulnerabilities of the tools used for data analysis, as highlighted in the 15 articles. These articles mention the constraints either in the methods section, under specific subheadings related to the tools, or in the results section. Figure 5 provides an overview of the limitations of computational tool-based research. This figure shows that researchers need to investigate...
before using the tool [62], which may prevent the acquisition of accurate data and findings capable of answering the study question.

Among the implications of the weaknesses of this corpus tool, researchers have found it difficult to gain a full understanding of language in the desired context. For example, Wordify adapted statistical logistic regression methods. This reduces its ability to detect complex languages across the board, which may result in incomplete and imperfect analysis. In addition, the limited ability of tools to analyze data in large corpus sizes makes it difficult and slows down the process of bulk data acquisition, as researchers must manually organize corpus data in minimal amounts before it is included in the corpus tool. Examples include the SketchEngine and SubCAT. In addition, the lack of volume of lemmatization, vocabulary in several languages in the application, database management, broken forms in several languages, language resources, application management, and others are also mentioned in Figure 5. Therefore, it is important for researchers to understand each weakness of this tool in depth so that the analysis process does not take a long time. However, in addition to the weaknesses of these tools, there are also weaknesses that arise because of the shortcomings of the researchers themselves. In conclusion, each user should equip themselves with sufficient skills and knowledge of the tool as well as perform corpus tool testing as a preliminary preparatory step before performing linguistic corpus research.

Figure 4. Contributions of computational tools based on selected articles
4. CONCLUSION

In conclusion, this SLR presents the use of computational tools most recently used by researchers in linguistics. The variety of uses of computational tools by researchers in the field of language signifies that these researchers not only use such tools but also combine them with other technological tools to assist in the analysis of their studies. This study shows that language researchers have successfully explored and learned to use advanced applications through AI technology tools and other facilities, such as DBMS, IDEs, web scraping and data extraction tools, speech processing tools, and statistical analysis software.

In addition, the combination of various theories, language models, and NLP models has led to new and diverse discoveries in this field. This shows excellent reform, and the data findings are more accurate than those obtained with the limited use of a single computational tool. However, there are disadvantages in terms of the features of the computational tools. This is most notable in the language selection section of the NLP tool. This makes it difficult for users to analyze their data using applications, and they have no choice but to use existing facilities with limited features. To obtain better data results, they require knowledge and skills in the field of AI algorithms or additional knowledge from machine learning programs and other technology tools as a complement to their data analysis.

Therefore, this field still requires the further production of new and advanced projects to upgrade existing computational tools, as several constraints still limit users from analyzing data. However, while the availability of additional tool support as a complement is seen to help overcome existing cocoons, this cocoon, in terms of this facility, must be overcome from time to time to facilitate the user. This will further enhance the motivation and ability of researchers to continue studying languages in various fields and encourage interdisciplinary collaboration among linguists, computer scientists, and experts from related fields to foster the development of innovative tools and methodologies. It is hoped that the availability of exploration in computational tools will help researchers see the potential of computational tools available today and increase the number of studies using computational tools in different fields and needs, leading to improvements and updates for each computational tool in corpus research.
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