A hybrid model for data visualization using linear algebra methods and machine learning algorithm
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ABSTRACT

The t-distributed stochastic neighbor embedding (t-SNE) is a powerful technique for visualizing high-dimensional datasets. By reducing the dimensionality of the data, t-SNE transforms it into a format that can be more easily understood and analyzed. The existing approach is to visualize high-dimensional data but not deeply visualize. This paper proposes a model that enhances visualization and improves the accuracy. The proposed model combines the non-linear embedding technique t-SNE, the linear dimensionality reduction method principal component analysis (PCA), and the QR decomposition algorithm for discovering eigenvalues and eigenvectors. In addition, we quantitatively compare the proposed model QRPCA-t-SNE with PCA-t-SNE using the following criteria: data visualization with different perplexity and different principal components, confusion matrix, model score, mean square error (MSE), training, testing accuracy, receiver operating characteristic curve (ROC) score, and AUC score.

This is an open access article under the CC BY-SA license.

1. INTRODUCTION

In recent years, there has been an exponential increase in the amount of digital information being generated across various fields, which has led to a significant surge in the size, complexity, diversity, and dimensions of data [1]. This has given rise to a new type of data known as high dimensional data (HDD) [2], [3]. HDD has been widely utilized across various industries, including healthcare, the Internet, education, commerce, and social networking [4], to name a few. The ever-increasing availability of new high-dimensional data can take on various formats, such as text [5], digital images [6], speech signals [7], and videos [8], among others. As such, developing new tools and techniques to manage and analyze such data effectively has become increasingly important to extract meaningful insights and drive innovation.

Regarding machine learning (ML) models, dealing with high-dimensional data can present many difficulties for precise classification visualization [9]. Due to the high computational complexity, learning in high-dimensional spaces or with many features can be challenging. The curse of dimensionality is used to characterize the complications of working with large datasets. Due to sparsity, increased complexity, the need for more data, confusion in distance measurements, and irrelevant features make data analysis and modeling harder. Including more data for each additional dimension [10] can be beneficial in avoiding this problem and improving accuracy. Dimensionality reduction (DR) is a data analysis technique that involves reducing the number of dimensions in a dataset while maintaining the structural integrity of the data. This technique has...
been widely used in social sciences and bioinformatics for visual data analysis [11], [12]-[15]. Among the most popular DR techniques used in the past are principal component analysis (PCA) and multidimensional scaling (MDS). However, in recent years, there has been a proliferation of new DR methods, including locally linear embedding (LLE), Isomap, maximum variance unfolding (MVU), laplacian eigenmaps, neighborhood retrieval visualizer, maximum entropy unfolding, t-distributed stochastic neighbor embedding (t-SNE), and others [16]-[28]. These new techniques have expanded the possibilities for data dimensionality reduction, giving researchers and analysts more options to optimize their data analysis processes.

t-SNE [16] is an algorithm used to reduce the dimension of high-dimensional data. It minimizes the difference between two probability distributions. The first distribution measures the similarity between the initial data objects, while the second measures the similarity between the corresponding embedding nodes. Visualizing high-dimensional data in a low-dimensional space makes interpreting and analyzing the data simpler.

t-SNE, or t-distributed stochastic neighbor embedding, has a time complexity of \( O(N^2) \), where \( N \) is the number of data points. However, Maaten [17] proposed a barnes-Hut-SNE algorithm optimization over this algorithm. This algorithm employs an octree structure to organize particles based on their proximity, thereby reducing the distance calculations required and conserving computational resources. The barnes-Hut-SNE algorithm has a time complexity of \( O(N \log N) \), a significant advance over the time complexity of the original t-SNE algorithm. The barnes-Hut-SNE algorithm is a more practicable and efficient method for conducting t-SNE analysis. This paper tackled the following two questions that have not been attempted to t-SNE: (1) Would combining the linear dimensionality reduction method and eigenvalue, eigenvector method improve the visualization of t-SNE? (2) Does QRPCA- t-SNE perform well with various estimation parameters?

In response to the first query, it is advisable to use PCA as a pre-processing step before t-SNE because it can reduce computational cost and data noise. Specifically, PCA helps remove redundant features, improving the efficacy of t-SNE by reducing the data dimensionality. We use the QR algorithm to discover stable eigenvalue and eigenvector.

To resolve the second question regarding model estimation, we test our proposed model on drosophila melanogaster after the spaceflight dataset. After applying the model to the drosophila dataset, the prediction result is superior to the convolutional approach PCA-t-SNE on multiple parameters, including the confusion matrix, model score, mean square error (MSE), training, testing accuracy, receiver operating characteristic curve (ROC) score, area under the curve (AUC) score. In addition, we present a model visualization based on perplexity and \( K \) distinct principal components.

The remaining parts of the paper are partitioned into their respective divisions. In the 2 section, a brief description of the experimental results, input from one component to another component, as well as the setup that was used in the study is presented. In the 3 sections, a more in-depth analysis of the experiment as well as the results of the research. The study’s findings are summarized and discussed in section 4, along with viable directions for further investigation.

2. METHOD

The goal of this work is to increase the accuracy and visualization of t-SNE. The steps we will take to complete this research are described in this part and are as follows. The dataset is covered in the first section, and combining the QR decomposition algorithm and PCA are covered in the second section. The binding procedure between the previous output, t-SNE and accuracy parameters are covered in the third section. Finally, investigation tool is covered in fourth section.

2.1. Dataset description

To test the efficacy of our proposed model, we selected genes from unsupervised learning datasets in a random manner. For testing, we utilized the NASA open science data repository (OSDR) dataset of drosophila melanogaster after the spaceflight dataset. After applying the model to the drosophila dataset, the prediction result is superior to the convolutional approach PCA-t-SNE on multiple parameters, including the confusion matrix, model score, mean square error (MSE), training, testing accuracy, receiver operating characteristic curve (ROC) score, area under the curve (AUC) score. In addition, we present a model visualization based on perplexity and \( K \) distinct principal components.

The remaining parts of the paper are partitioned into their respective divisions. In the 2 section, a brief description of the experimental results, input from one component to another component, as well as the setup that was used in the study is presented. In the 3 sections, a more in-depth analysis of the experiment as well as the results of the research. The study’s findings are summarized and discussed in section 4, along with viable directions for further investigation.

2.2. Proposed model component

Figure 1 depicts the QRPCA-t-SNE model, which utilizes a comprehensive machine-learning framework that analyzes datasets, identifies significant features, and develops accurate classifiers. It involves several
components, including the QR decomposition algorithm, PCA, and t-SNE. The datasets undergo dimensionality reduction and standardization before being processed by the PCA and t-SNE algorithms. The resulting output matrix is then used to train a classifier, which is tested on a separate test set to evaluate its accuracy using precision, recall, and F1-score.

![Diagram of data processing](image)

**Figure 1.** QRPCA-t-SNE (Self made)

### 2.3. Combining the QR decomposition algorithm and PCA

We standardize the data, which refers to a pre-processing step in which the features or variables of a dataset are transformed to have zero mean and unit variance. $Z := \frac{X-\mu}{\sigma} \sim N(0, 1)$. After pre-processing the data, the next step is to find the covariance matrix of the data $Z$. Furthermore, we apply PCA, which is often used as a pre-processing step before t-SNE because it can help to reduce the computational cost and noise in the data. Internally, PCA uses eigenvalue and eigenvector for further process, but we explicitly supply eigenvalue and eigenvector via QR decomposition algorithm to find eigenvalue and eigenvector. QR algorithm [29] steps are as:

- start with an initial square matrix $Z$,
  
  $$Z = \begin{bmatrix} z_1 & \cdots & z_n \end{bmatrix} \tag{1}$$

- find the orthogonal projection of the first column vector and the second column $z_2$ is subtracted by the previous projection on the column vector:
  
  $$v_1 = z_1, \ e_1 = \frac{v_1}{\|v_1\|}$$
  $v_2 = z_2 - \text{proj}_{v_1} (z_2) = z_2 - (z_2 \cdot e_1) e_1, \ e_2 = \frac{v_2}{\|v_2\|} \tag{2}$$

- this process continues up to the $n$ column vectors, where each incremental step $k+1$ is computed as,
  
  $$v_{k+1} = z_{k+1} - (z_{k+1} \cdot e_1) e_1 - \cdots - (z_{k+1} \cdot e_k) e_k, \ e_{k+1} = \frac{u_{k+1}}{\|u_{k+1}\|} \tag{3}$$

- this $\|\cdot\|$ is the $L_2$ norm, which is defined by:
  
  $$\sqrt{\sum_{j=1}^{m} v_j^2}$$

- thus, the matrix $A$ can be factorized into the $QR$ matrix as the following:
  
  $$Z = \begin{bmatrix} z_1 & \cdots & z_n \end{bmatrix} = \begin{bmatrix} e_1 & \cdots & e_n \end{bmatrix}$$

---
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2.4. PCA output, t-SNE and model accuracy parameters

Following the discovery of the eigenvalue and the eigenvector, the values obtained are then supplied to the projection phase of the PCA to get output. The output is carried forward and delivered to t-SNE to visualize the data; in addition, this is employed for hypothesis testing. In addition, the suggested model accuracy checks through several essential criteria, including training accuracy, testing accuracy, MSE, confusion matrix, and operational characteristic curve, all of which are further detailed in the result and discussion phase.

2.5. Investigation tool

This investigation was conducted using a hybrid model that employed machine learning algorithms. The system was run on a desktop computer with a powerful Intel Core i7 processor clocked at 2.60 GHz and a substantial 32 GB RAM. The computer was installed with the latest Windows 11 operating system version and was equipped with an advanced NVIDIA RTX 3080 Graphics card. The machine learning algorithms were implemented using two popular libraries: tensor-flow and sci-kit-learn. The hybrid model was designed to harness the computer’s processing power and the libraries’ advanced algorithms to achieve optimal results.

3. RESULTS AND DISCUSSION

In order to surpass the results of the previous approach, the proposed model underwent rigorous testing with various parameters. The model was also verified through hypothesis testing, ensuring its validity and reliability. As a result of this process, several crucial parameters such as training accuracy, testing accuracy, MSE, confusion matrix, and operating characteristic curve have seen significant improvement. This means that the model’s overall performance and effectiveness have been greatly enhanced, providing more accurate and reliable results.

3.1. QRPCA-t-SNE parameter having perplexity =50 and principal component (N=5)

The following steps were applied to implement the QRPCA-t-SNE model. Figure 2 shows the dataset, considered an input in the whole analysis. Figure 3 explains the preprocessing step. Figure 4 illustrate the QR decomposition algorithm. Figure 5 exemplifies the two-dimensional t-SNE dense visualization of the drosophila dataset with setting t-SNE with perplexity =50 and n_component =2, yielding a better visualization. Figure 6 shows model score of QRPCA-t-SNE using logistic regression CV (Cs=[0.001, 0.01, 0.1], cv =3, max_iter =5000, multiclass='ovr'). Figure 7 depicts the proposed model MSE. Figure 8 depicts the model accuracy of QRPCA-t-SNE during the training and testing phase. Figure 9 shows the plot of the QRPCA-t-SNE ROC, where the blue dotted line shows the perfect classifier and the green line shows the random classifier. Figure 10 shows the AUC score of the proposed model. Figure 11 represents the confusion matrix of four different classes. Figure 12 depicts the accuracy of the confusion matrix in terms of precision-score, recall-score, F1-score, and accuracy score of the QRPCA-t-SNE proposed model.

![Figure 2. Datasets input stage (Self made)](image-url)
Figure 3. Prepossessing stage (Self made)

```python
import pandas as pd
import numpy as np
import math
import matplotlib.pyplot as plt
from sklearn.decomposition import PCA
from sklearn.manifold import TSNE
from sklearn.cluster import KMeans
from yellowbrick.style.colors import resolve_colors
from sklearn.metrics import silhouette_score
from sklearn.cluster import DBSCAN, HDBSCAN, vis
from sklearn.decomposition import PCA
from sklearn.cluster import DBSCAN, HDBSCAN
from sklearn.preprocessing import StandardScaler, MinMaxScaler, RobustScaler
from sklearn.metrics import silhouette_score, davies_bouldin_score, calinski_harabasz_score

# Prepossessing stage

# QR decomposition and PCA step

from sklearn.linear_model import LogisticRegression, LogisticRegressionCV
from sklearn.model_selection import train_test_split

# Figure 4. QR decomposition and PCA step (Self made)
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```
Figure 5. Demonstration of data visualization using a QRPCA-t-SNE (Self made)

Figure 6. Applying logistic regression CV on the proposed model (QRPCA-t-SNE) to calculate the model score (Self made)

Figure 7. Illustrates the MSE of the proposed model (QRPCA-t-SNE) during the testing phase (Self made)

Figure 8. Depicts the training and testing accuracy (QRPCA-t-SNE) of the proposed model (Self made)
Figure 9. Utilizing the ROC to illustrate the true positive and false positive rates for the proposed model QRPCA-t-SNE (Self made)

```python
from sklearn.metrics import roc_auc_score

# auc scores
auc_score1 = roc_auc_score(y_test, y_proba, multi_class='ovr')
print(auc_score1)
print(np.round(auc_score1,3))
```

Output:

```
0.9444062569291192
0.994
```

Figure 10. Displays the AUC score of the proposed model QRPCA-t-SNE (Self made)

Figure 11. Demonstrates the confusion matrix for the proposed model QRPCA-t-SNE (Self made)

```python
from sklearn.metrics import precision_score, recall_score, f1_score, accuracy_score

print('Precision: %.3f' % precision_score(y_test, y_pred, average='macro'))
print('Recall: %.3f' % recall_score(y_test, y_pred, average='macro'))
print('Accuracy: %.3f' % accuracy_score(y_test, y_pred))
print('F1 Score: %.3f' % f1_score(y_test, y_pred, average='macro'))
```

Output:

```
Precision: 0.999
Recall: 0.997
Accuracy: 0.994
F1 Score: 0.987
```

Figure 12. Represent the precision-score, recall-score, F1-score, accuracy-score of the proposed model QRPCA-t-SNE (Self made)
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3.2. **Compare the 3.1 results with PCA t-SNE on the same parameters perplexity =50 and principal component (N=5)**

In the implementation of PCA-t-SNE, the following steps are taken. Figure 13 demonstrates the input and applies the PCA to it. Figure 14 illustrates the two-dimensional t-SNE visualization of the drosophila dataset with perplexity=50 and n_component=2. Figure 15 shows the model score of PCA-t-SNE using logistic regression CV (Cs =[0.001, 0.01, 0.1], cv =3, max_iter =5000, multiclass ='ovr'). Figure 16 depicts the model PCA-t-SNE MSE. Figure 17 shows the model accuracy of PCA-t-SNE during the training and testing phase. Figure 18 shows the plot of the PCA-t-SNE ROC, where the blue dotted line shows the perfect classifier and the green line shows the random classifier. Figure 19 shows the AUC score of the PCA-t-SNE. Figure 20 represents the confusion matrix of four different classes. Figure 21 depicts the accuracy of the confusion matrix in terms of precision-score, recall-score, F1-score, and accuracy-score of the PCA-t-SNE.

```python
import numpy as np
import pandas as pd
import seaborn as sns
import matplotlib.pyplot as plt

# Load the dataset
df = pd.read_csv('df_bonus.csv')
print(df.shape)
jason = df

# Applying PCA
from sklearn.decomposition import PCA

# Assuming you want to keep 5 principal components
pca = PCA(n_components=5)

# Transforming the data
data_pca1 = pca.fit_transform(jason)

# Visualizing t-SNE
from sklearn.manifold import TSNE

# t-SNE parameters
perplexity = 50

# Transforming the data
X_transformed_tsne1 = TSNE(n_components=2, perplexity=perplexity).fit_transform(data_pca1)

fig, ax = plt.subplots(figsize=(14, 10))
plt.scatter(X_transformed_tsne1[:, 0], X_transformed_tsne1[:, 1])
plt.xlabel('t-SNE Component 1')
plt.ylabel('t-SNE Component 2')
plt.title(f'Drosophila, PCA t-SNE (perplexity={perplexity})')
plt.show()
```

**Figure 13. Input and PCA stage (Self made)**

**Figure 14. Demonstration of data visualization using PCA-t-SNE (Self made)**
Figure 15. Applying logistic regression CV on the PCA-t-SNE to calculate the model score (Self made)

```python
score1 = model.score(X_test1, y_test1)
print(score1)
```

```
0.8784090909090909
```

Figure 16. Illustrates the MSE of the PCA-t-SNE during the testing phase (Self made)

```python
from sklearn.metrics import mean_squared_error
mean_squared_error(y_test1, y_pred1)
```

```
1.446590909090909
```

Figure 17. Depicts the training and testing accuracy on PCA-t-SNE (Self made)

```python
test_accuracy12 = accuracy_score(y_test1, y_test_pred1)
print("Training Accuracy: {:.3f}".format(train_accuracy12))
print("Testing Accuracy: {:.3f}".format(test_accuracy12))
```

```
Training Accuracy: 0.873
Testing Accuracy: 0.878
```

Figure 18. Utilizing the ROC to illustrate the true positive and False positive rates for the PCA-t-SNE (Self made)
3.3. Model verification via hypothesis testing

In order to evaluate the superiority of this strategy in comparison to the usual approach, hypothesis testing is employed. In Figure 22, variables P and P1 are utilized to store the data obtained by QRPCA t-SNE and PCA-t-SNE, respectively;
H0: p < 0.1.  
H1: p > 0.1.

Setting a 90% confidence interval having α=0.1 and applying two sample t-test shows the result’s outcome in Figure 22. After conducting a two sample t-test, the resulting p-values are P=0.07 and P1=0.93. The initial value (P) is below the significance level α, indicating superior performance compared to the convolution approach. Therefore, our model demonstrates improvement over the previous approach.

```python
[t, p_value] = stats.ttest_ind(P, P1)
# Print the results
print(f"T-statistic: {t:.4f}, p-value: {p_value:.4f}")

# Set the significance level (alpha)
alpha = 0.1

# Compare p-value to alpha and make a decision
if p_value < alpha:
    print("Reject the null hypothesis: There is a significant difference between the groups.")
else:
    print("Fail to reject the null hypothesis: There is no significant difference between the groups.")
```

*T-statistic: [1.0091972 0.8763685]  
p-value: [0.07042976 0.9912643]

Figure 22. Hypothesis testing (Self made)

3.4. Comparison table: (QRPCA-t-SNE) vs (PCA-t-SNE)

Table 1 illustrates a comprehensive comparison between the outcomes of the proposed model, namely QRPCA-t-SNE, and the traditional approach, PCA-t-SNE, across various parameters. These parameters include the confusion matrix, model score, MSE, training and testing accuracy, ROC score, and AUC score. These results were derived from implementing our proposed model and the conventional approach. Row 1 proposed model has achieved a lucrative outcome, surpassing the performance of row 2, despite both rows having similar perplexity values of 50 and principal component values of 5.

<table>
<thead>
<tr>
<th>Model description</th>
<th>Model score</th>
<th>MSE</th>
<th>Training accuracy</th>
<th>Testing accuracy</th>
<th>AUC score</th>
<th>Precision</th>
<th>Recall</th>
<th>Accuracy</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed model (QRPCA-t-SNE) perplexity =50 and principal component =5</td>
<td>0.914</td>
<td>1.332</td>
<td>0.905</td>
<td>0.914</td>
<td>0.994</td>
<td>0.909</td>
<td>0.907</td>
<td>0.914</td>
<td>0.907</td>
</tr>
<tr>
<td>PCA-t-SNE perplexity =50 and principal component =5</td>
<td>0.878</td>
<td>1.446</td>
<td>0.873</td>
<td>0.878</td>
<td>0.991</td>
<td>0.877</td>
<td>0.878</td>
<td>0.878</td>
<td>0.874</td>
</tr>
</tbody>
</table>

4. CONCLUSION

Non-linear embedding techniques transform high-dimensional data into a lower-dimensional representation while preserving the underlying. Non-linear relationships between data points. To examine data visualization deeply, we proposed a model that combines the QR decomposition algorithm, PCA, and t-SNE, which we called QRPCA-t-SNE. We evaluated our model by applying the drosophila dataset with perplexities and principal components. Also, we have achieved our objective regarding data visualization and accuracy like the confusion matrix, model score, mean square error, training, testing accuracy, ROC score, and AUC score. Our model QRPCA-t-SNE contributes to advancing genomics, cancer research, and society by incorporating this model.
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