Deep neural networks approach with transfer learning to detect fake accounts social media on Twitter
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ABSTRACT

The massive use of social media makes people take actions that have a negative impact on cyberspace, such as creating fake accounts that aim to commit crimes such as spam and fraud to spread false information. Fake accounts are difficult to detect in the traditional way because fake accounts always use photos, names, and unreal information, there are several criteria that can identify a fake account such as no information, few followers, and minimal activity. In the traditional model, it is difficult to detect fake accounts on many Twitter social media accounts, so the application of the deep learning model with the convolutional neural network (CNN) algorithm and the application of deep learning can help detect fake accounts. This study will use data on Twitter social media so that this research produces good accuracy for the scenarios described at the methodology stage. This research produces an accuracy of 86% for the deep learning model with the CNN algorithm, and with the traditional model, it produces an accuracy of 51% while the use of transfer learning produces an accuracy of 93.9%.
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1. INTRODUCTION

Social media is one of the most popular communication services, one of which is Twitter which has 321 million users in 2021 [1], [2], this is due to the development of the internet and technology [3], [4] the massive use of social media makes people take action actions that have a negative impact on cyberspace, such as creating fake accounts that aim to commit crimes such as spam and fraud to spread false information [5], [6]. Twitter social media always takes action in overcoming crime problems, one of which is letting users report activities that are considered to be detrimental to others [7]. A fake account is an account that is deliberately created with the aim that other people do not know the real identity so that activities to commit fraud and influence other people cannot be detected or known [8]–[10]. Fake accounts are difficult to detect in traditional ways because fake accounts always use photos, names and information that are not real [11], [12], but there are several criteria that can help in identifying fake accounts such as no information, few followers and minimal activity. However, the use of traditional techniques used to detect fake accounts is usually done by using manual features which have limitations with fake accounts that are growing [13], [14]. Research that has been conducted by Sahoo and Gupta [15] detects fake accounts in real time which has drawbacks with a very large amount of data and the training process takes a long time, another research conducted by Kondenti et al. [16]
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detects fake accounts using machine learning which where this research has weaknesses in data training with a long time so this research tries to build a model in detecting fake accounts with a deep learning approach that can be done in detecting fake accounts, deep learning is a field of science that conducts learning using architecture in extracting features through the matrix representation of the data [17]–[19].

The problem in this study is the difficulty of detecting fake accounts on Twitter social media so it requires a computational approach, namely deep learning and transfer learning to be able to detect fake accounts, the traditional method approach has been carried out but has experienced accuracy problems resulting in account detection. Fakes are too small as done by Akyon and Kalfaoglu [20] and research conducted by Agarwal dan Dixit [21] which has an average accuracy of 78% so it requires transformers models that can improve accuracy in detecting fake accounts. The use of deep learning in this study aims to compare with the use of transfer learning, the difference between deep learning takes a long time in the model training process so that it requires large computational resources [22], [23] but with transfer learning it does not have to be computational resources large, because transfer learning will share information and knowledge that has been previously trained so that it can be used in relatively small computations [24].

With transfer learning it can select features based on information and knowledge from previous training. So that the application of deep learning models with transfer learning can optimally detect fake accounts on Twitter social media [25], [26]. The contribution to this research is collecting datasets that contain real and fake accounts on Twitter social media, providing identification of features that can detect fake accounts, and providing model parameter adjustments to the data to detect fake accounts so as to achieve maximum accuracy.

2. METHOD
Transfer learning will utilize the representation of features with a model that has been trained first. In the training process, large amounts of data will be used according to the required variables or parameters. Then, after the training process, a model will be formed that can perform the tasks that have been synchronized with the new model. The following is the process of transfer learning in Figure 1.

![Figure 1. Method transfer learning](image)

2.1. Datasets
This study will use the dataset contained in the study [27]. The dataset contains a collection of data that contains important features in detecting fake accounts such as profile photos, username character length, full name character length, number of followers, number of followers, and number of posts. The entire feature will be processed to find out the feature value of each interest. This research will apply models from deep learning and transfer learning which will look at approaches to identify the most important features of the entire data, then using a combination of parameters in the model is also needed to identify fake accounts.

2.2. Framework
In the framework there is a dataset that will be used, where the dataset has features that can be of important value in implementing deep learning algorithms with transfer learning models by grouping fake accounts and non-fake accounts in training data. This research has explained the features that will be used so that the deep learning and transfer learning stages consist of the data acquisition process, data cleaning to modeling to the evaluation stage. In terms of data acquisition, this research uses data obtained from research [27] then this research performs the stages of cleaning the data by making changes to the text data on the case size, then the data will go through a transformation process and then it will be processed to find out the most important feature extraction by using Word2Vec and GloVe features. The following is the framework contained in Figure 2.
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Figure 2. Research framework

The information in Figure 2 will explain the framework of this research as:

- In this study, data from Twitter social media will be carried out which will then be carried out in the text preprocessing process to make semantic changes from unstructured words to structured words by going through the case folding, stopword, and tokenization stages.
- Then after the text preprocessing stage is carried out, word representation will be applied using the Word2Vec and GloVe methods which can convert words into vectors which will then use the polarity technique to determine whether or not the label is from a fake account.
- The next stage is the data training process which will apply the deep learning approach with transfer learning.
- The next stage is to carry out the data testing process with the model that has been formed which will be evaluated using the receiver operating characteristic.

2.3. Model testing scenarios

In this scenario there are 2 types of scenarios that will exist in this study: the first scenario will test the deep learning model approach with the convolutional neural network (CNN) algorithm to see performance in detecting fake accounts. Second scenario is that the data will be transformed and then will apply the model of the transfer learning that already has knowledge and information through training data with large amounts of data that will detect fake accounts on Twitter social media. After implementing the transfer learning model, we will evaluate whether deep learning performance with CNN can be optimal or whether transfer learning performance is more optimal.

3. RESULT AND DISCUSSION

At this stage, a discussion of the results of the research that has been carried out will be carried out according to the stages of the research methodology that has been described. In this study, which will show the results of implementing deep learning with transfer learning in detecting fake accounts on Twitter social media, in detecting fake accounts this research uses features that are considered important in completing the need for detecting fake accounts on social media. The dataset contains a collection of data that contains important features in detecting fake accounts such as profile photos, username character length, full name character length, number of followers, number of followers and number of posts.

3.1. Descriptive data analysis

Descriptive statistics will refer to the process of examining the descriptive statistics of a dataset. Descriptive statistics is a method that is often used to see the characteristics of the data so that it can easily understand patterns and trends that can become data for detecting fake accounts on social media Twitter. In the dataset used descriptive statistics will display data on the number of counts, the number of means, and the number of STDs. The following are the results of the descriptive statistics contained in Table 1.
Table 1. Descriptive data statistics

<table>
<thead>
<tr>
<th>Count</th>
<th>Mean</th>
<th>Min</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>576</td>
<td>0.16</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.31</td>
<td>0.92</td>
</tr>
<tr>
<td>576</td>
<td>1.46</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>2.00</td>
<td>12.00</td>
</tr>
<tr>
<td>576</td>
<td>22</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>9.00</td>
<td>150.00</td>
</tr>
<tr>
<td>576</td>
<td>107.49</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>81.50</td>
<td>7389</td>
</tr>
<tr>
<td>576</td>
<td>85.307</td>
<td>39.00</td>
<td>9.00</td>
<td>150.50</td>
<td>716.00</td>
<td>153338538</td>
</tr>
<tr>
<td>576.00</td>
<td>508.38</td>
<td>57.50</td>
<td>229.00</td>
<td>589.00</td>
<td>7500</td>
<td></td>
</tr>
</tbody>
</table>

3.2. Data visualization

Data visualization is a display that will display the distribution of fake and non-fake account data. The data distribution will be used for analysis to be applied to the model according to the planned scenario. The purpose of data visualization is to see the character of the data that will be used to apply the model, when applying the model to detect fake accounts, it will recognize data patterns based on the distribution data in Figure 3. In Figure 3 there is a visualization of fake accounts and non-fake data as follows.

Figure 3. Data visualization

3.3. Heat map analysis

Heat map analysis is a matrix that correlates with features in datasets or documents. The heatmap usually consists of using a correlation matrix to show that each feature has a relationship in the dataset. On the heat map, each cell in the matrix is colored based on the degree of correlation. In Figure 4 there is a correlation between columns and rows, such as the character length ratio column in the username which will illustrate the ratio of the number of number characters to the total number of characters in the words in the username. The following is a visualization of the heatmap in Figure 4.

Figure 4. Heat map visualization
3.4. **Pair plot analysis**

Pair plot analysis is a visualization technique that will describe the relationship between numerical variables and features in the dataset. This technique will spread the overall visualization simultaneously using a scatter plot between all pairs of variables in the dataset. In this study, pair plots will look at the relationship between one feature and another. Figure 5 will explain the pair plot above, fake accounts are more spread out around the average feature pad. Real account values, in this case, are very clustered around the average. Most fake accounts have fewer description words in their bio because the average description words for fake accounts are fewer than for real accounts, ratio_numlen_fullname and ratio_numlen_username correlate with each other. The correlation matrix shows a value of +0.4085 for this correlation. The average number of posts and followers on fake accounts is close to zero. The following is a pair plot analysis in Figure 5.

![Pair Plot of Characteristics](image)

Figure 5. Visualization of pair plots
3.5. Deep learning evaluation

After the training process, an evaluation of the model with test data will be carried out for deep learning models with transfer learning in detecting fake accounts. The receiver operating characteristic (ROC) curve displays the relationship between the true positive rate (TPR) and the false positive rate (FPR) at various threshold values. The purpose of this evaluation is to see the model accuracy of the deep learning approach. The following are the results of the evaluation with the ROC curve in Figures 6 and 7.

![Figure 6. ROC curve evaluation in deep learning](image)

![Figure 7. Evaluation of the ROC curve without deep learning](image)

Based on Figure 6 there is a red curve which is the result of a deep learning model with an accuracy of 86%. From recalls about 42% and from false positives rate approximate 19%, barely deviating from the ideal. So, the general model looks really good because it follows the gray ideal rather than the blue price line. But it is not perfect, while the ROC curve using the traditional model will be shown in Figure 7 which will be used to visualize the behavior of the positive rate and the false positive rate. The ROC curve of the model without deep learning deviates slightly from the ideal gray dotted line of the model without regularization (model_log). This shows that the model without deep learning has a slight accuracy, which is 51% worse than the model using deep learning.

3.6. Evaluation transfer learning

At this stage, testing of the deep learning model with transfer learning will be carried out to determine the resulting accuracy, in Figure 6 previously it has shown a model with deep learning which produces an accuracy of 86%, so this research will use transfer learning to increase the resulting accuracy in detecting accounts. Fake, the following is an evaluation of the ROC with a deep learning model using transfer learning which is shown in Figure 8. Based on Figure 8, the accuracy value with ROC evaluation with a value of 93.9% is very good. This result proves that deep learning models with transfer learning can be more optimal in detecting fake accounts.
4. CONCLUSION

In this study it produces optimal performance in detecting fake accounts so that it can distinguish which accounts are fake and not fake based on the features used, this research has also succeeded in comparing the performance of deep learning with the CNN and transfer learning algorithms. This research produces good accuracy against scenarios that have been described at the methodological stage. This research produces an accuracy for the deep learning model with the CNN algorithm of 86%, and with the traditional model it produces an accuracy of 51% while the use of transfer learning produces an accuracy of 93.9%.
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