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ABSTRACT

Wireless sensor networks (WSNs) are an emerging technology that has the potential to transform the way agricultural farms operate. However, deploying WSNs in agricultural farms presents a unique set of challenges. Limited coverage area, power source availability, data collection and processing, environmental factors, cost, and integration with existing systems are some of the potential problems that need to be addressed when deploying WSNs in agricultural farms. Hence, in this work, we have proposed a method for increasing the lifetime of the sensor network which will help also help to reduce the energy. The proposed method has been evaluated in terms of network lifetime of the sensor nodes, routing and communication overhead. The results have been compared with the existing M-LEACH method and the results show that there is an enhancement of 79.02% for average network lifetime. The results also show that the proposed method reduces the average routing and communication overhead by 49.17% and 38.37% respectively.

This is an open access article under the CC BY-SA license.

1. INTRODUCTION

Wireless sensor networks (WSNs) are an emerging technology that allows the collection and transmission of data from a large number of remote sensors to a central location for analysis [1]. These networks are made up of small [2], low-cost devices [3] called wireless sensors that can be deployed in various environments [4], such as agriculture fields [5], to collect data on various parameters such as temperature [6], humidity [7], soil moisture [8], and light intensity [9]. In the agriculture field, WSNs have the potential to revolutionize the way farms operate by providing real-time data on crop growth and environmental conditions [10]. By using wireless sensors to monitor soil moisture levels, temperature, and other factors, farmers can optimize irrigation [11] and fertilization schedules [12], detect pest infestations [13], and improve crop yield [14]. WSNs can also help farmers save time and money by reducing the need for manual data collection and analysis [15]. With wireless sensors deployed throughout the farm, data can be collected and transmitted automatically, eliminating the need for farmers to physically monitor every aspect of their crops [16].

Moreover, WSNs can provide farmers with early warning systems for environmental risks, such as frost or drought, which can help them make informed decisions about when to plant and harvest crops [17]. This information can also be used to predict weather patterns and inform crop management strategies. Moreover, the agricultural farms often rely on accurate and up-to-date data about crop growth, soil moisture, temperature, and other environmental factors to optimize their operations and maximize crop yield. WSNs can be deployed throughout the farm to collect and transmit this data to a central location for analysis [18]. One
potential issue with WSNs in agricultural farms is that the sensors are often stationary, which means they can only collect data from a specific location. This can limit the accuracy of the data and make it difficult to detect changes in environmental conditions across different areas of the farm. However, if the sensors are mobile, they can be moved to different areas of the farm to collect more accurate and diverse data. Hence, from this the significance of the proposed method is as follows

- Present a method which increases the network lifetime of the sensor nodes for accurate data collection.
- Present a method which will reduce the energy consumption of the sensor nodes.
- Present a method which reduces the routing and communication overhead.

2. LITERATURE SURVEY

In this section, a survey has been done on the various methodologies used for wireless sensor network. Ababneh and Al-Karaki [19], they have done a survey on various issues related with the network lifetime by using various metrics and routing protocols. In this work they have evaluated the network lifetime and energy consumption of the various models by using the SENSORIA simulator. They have finally concluded by selecting an optimal routing method the network lifetime can be increased and the consumption of energy can be reduced. Khediri et al. [20], they have proposed a multiple-weight low-energy adaptive-clustering-hierarchy (MW-LEACH) method. In this method, they have selected the optimal cluster-heads having less residual energy by considering the distance between the cluster-heads for reducing the energy consumption, latency and increasing the network lifetime, packet delivery and throughput. The results have been compared and it shows that the MW-LEACH performs better when compared with the existing methods. Kulkarni and Jesudason [21], they have proposed an exponential cat-swarm optimization (ECSO) algorithm which will help for the multi-path transmission of data in the WSNs. In the initial stage of this algorithm, they have used a PFuzzyACO and PeSOA. Further, they have selected the best path for the transmission of the data from the source node to the destination node. The results show that the proposed algorithm reduces energy by 29.87% and the network lifetime has been increased by 18.75% when compared to other current state of art methods such as PeSOA, Fuzzy ACO and LEACH.

Maheshwari et al. [22], they have proposed a butterfly-optimization (BO) algorithm for selecting the best cluster heads for providing the best routing path. For doing this they have proposed an optimized cluster head selection method where they select a node on the basis of the residual energy, distance among the nodes, distance from the base station, degree of the node and centrality of the node. They have used ant-colony optimization (ACO) method for identifying the route between the cluster-heads and the base-station. They results show better performance for energy consumption, dead nodes, packet transmission and alive nodes in comparison to the existing methods. Wang et al. [23], they have proposed a method called trajectory-scheduling-method based on coverage-rate for multiple-mobile-sinks (TSCR-M) which uses an enhanced particle-swarm optimization (PSO) algorithm and genetic-algorithm (GA) for scheduling the various mobile sinks. The simulation shows that the proposed TSCR-M performs better in comparison to the existing methods. Salman and Farzinvash [24], they have proposed an algorithm for reducing the energy consumption when collecting data from the various sensor nodes. They have proposed a security method also in this work for providing security when collecting the data from various sensor nodes. The results show that the proposed method attains better performance in terms of energy efficiency and reliability in comparison to the existing methods. Gamal et al. [25], they have proposed a fuzzy-logic-LEACH (FL-LEACH) for increasing the network lifetime and transmission of the packets in the WSN. In this method, they have used K-means clustering and enhanced PSO method for forming the clusters in the WSN. The results show that the proposed FL-LEACH enhanced the network lifetime by 46% when compared with the standard LEACH and optimized fuzzy C-means (FCM).

3. ENHANCING THE LIFESPAN OF WIRELESS SENSOR NETWORKS WITH AN ENERGY-EFFICIENT APPROACH FOR AGRICULTURAL FARMS

In this section, an energy-efficient route optimizing method for reducing the energy consumption in the sensor devices as well as to increase the lifetime of the sensor network has been presented. In this section, first a system architecture has been presented for the heterogenous WSNs. Further, in this section, the complete network, channel as well as the transmission optimized method has been proposed for reducing the energy consumption of the sensor device. Finally, a rendezvous point-selection optimization method has been presented for increasing the lifetime of the sensor network.

3.1. System architecture

In this section, the system architecture of the proposed method has been given. The architecture of the proposed approach has been given in Figure 1. In the Figure 1, it is considered that the car which has various
sensors can be driven around the farm. The sensors are connected to a wireless network that transmits data to a central server for analysis. The car is driven along predefined routes to collect data on different environmental factors such as temperature, humidity, soil moisture, and sunlight. Further, it can be observed in Figure 1 that certain rendezvous points which are located closer towards the base-station seems to have a lower number of rendezvous members, and thus this is referred as Level 1. On the other hand, the rendezvous points which are located a bit further away from its rendezvous node have a higher count of rendezvous members, and thus this is referred as Level 2. As a result, the rendezvous points which are far could have higher densities of the rendezvous members or sensor devices. Using this deployment strategy, it helps to reduce the consumption of energy that the rendezvous-node needs to function. In particular, the rendezvous-node that is placed near to the car. Hence, this helps in increasing the amount of time that sensors can cover and their lifetime.

![Figure 1. Architecture of the proposed approach](image)

### 3.2. System, channel, transmission optimization method

In this section the system, channel and transmission optimization method has been discussed. In this proposed system, we have considered a heterogenous wireless-sensor network. Consider two classes for different kinds of sensor devices. Let the two classes be defined as class A and class B. Assume that the class A is used for representing various sensor devices which are used for performing the different tasks like sensing. The class A is assumed to have sensors which are small, inexpensive, and widely dispersed. The sensors of the class A have been clustered to provide rendezvous points. Further, it is assumed that the sensor devices of the class B have more computational capability and are more robust in comparison to the sensor devices of class A when used in rendezvous node scenarios. Moreover, the sensor devices of the class B gather and combine sensory input from their members before sending it on to the base station/car through a network of intermediate rendezvous-node devices.

Further, assume two nodes $N$ and $O$, which are deployed randomly inside a network and the placement is known by the nodes. It is assumed that every sensor device is associated/connected to one of the rendezvous-node devices according to the proposed architecture and produces mean-packet load of $\alpha$ bits/sec and sends the data towards the rendezvous-node. This sent data is further routed towards the base station/car. The $(M + 1)^{th}$ rendezvous-node is taken into account in this proposed work, either explicitly or indirectly using intermediate rendezvous-node devices. The proposed work also takes into account the fact that the energy used by the rendezvous-node is significantly more than that of the sensor devices. Moreover, it is assumed that the relay-node operates continuously and is active despite the fact that the member devices remain in an inactive state. As a consequence of this, the goal of this proposed work was to reduce the consumption of energy that the rendezvous-node devices consumed. This is done because it helps to increase the network coverage of the sensor device, which in turn extends the life of wireless sensor networks. This work takes into account the Rayleigh-fading method for characterizing the channel between the rendezvous-nodes as well as between base station and rendezvous-nodes. Hence, from this the gain from the channel $y$ between the sender as well as the receiver for the communication can be attained using the given as shown in (1):

$$i(y) = M(e_0) \left(\frac{\gamma}{e_0}\right)^{-\beta}$$

where, $M(e_0)$ is used for representing the path-loss component for the $e_0$. The path-loss component $M(e_0)$ can be evaluated using the given as shown in (2):
\[ M(e_0) = \frac{H_u H_s m^2}{16\pi^2 e_0^2} \]  

where, \( H_u \) is used for defining the antenna-gain attained by the sender, \( H_s \) is used for defining the antenna-gain attained by the receiver, \( \beta \) is used for defining the arbitrary variable which will help for depicting the change in the fading process. This frequency’s carrier wavelength is denoted using \( m \) and the path-loss exponent is defined using \( o \). The arbitrary variable \( \beta \) is chosen arbitrarily and is assumed to be exponentially-distributed. Also, the signal received from the sender is also considered to be arbitrary. This means that a signal can be received perfectly by a purely probabilistic process. For getting an ideal reception, \( P[ f_x \geq \delta] \geq \gamma_m \) is used where \( f_x \) denotes the energy attained from a signal, \( \delta \) denotes the pre-determined threshold energy, \( \gamma_m \) denotes the ideal variable for the expected link.

Consider \( d_j \) which denotes the total hop-route achieved by a given \( j^{th} \) rendezvous-node in \( \text{bit/sec} \) where \( j = 1,...,O \). Hence, from this the optimal rendezvous-pointing vector can be defined as the given as shown in (3):

\[ d = (d_1,...,d_O). \]  

it is important to check the sensor devices connected with each rendezvous-node \( j \). Hence, for evaluating the size of a given rendezvous-point \( j \), the (4).

\[ \frac{d_j}{a}. \]  

Consider \( j \in \{1,2,3,...,O\} \), \( k \in \{1,2,3,...,O+1\} \) and \( j \neq k \). Further, consider \( w_{jk} \) which denotes the routing-load for the rendezvous-node when there is a transmission from a rendezvous-node \( j \) towards the rendezvous-node \( k \). Consider an optimized transmission matrix, \( S \) which is defined as matrix of the elements of \( w_{jk} \), which is represented as \( O \times (O+1) \) matrix where the rows and columns are defined as \( j = 1,...,O \) and \( k = 1,...,O+1 \). In this work it is assumed that the \( w_{jj} = 0 \). Further, the main aim of this proposed work is to increase the coverage time of the sensor devices and establish the optimized transmission matrix \( S' \) and the optimal rendezvous-pointing vector \( d' \). Assume that the \( Q_j \) is the overall mean consumption of energy for the given rendezvous node \( j \). Then the overall mean consumption of energy \( Q_j \) can be defined using the as shown in (5):

\[ Q_j = f_{\text{recv}}(d_j + \sum_{1 \leq k \leq O+1} w_{jk}) + f_{\text{trans}}(\sum_{1 \leq k \leq O} w_{jk}) + \sum_{1 \leq k \leq O+1} w_{jk} f_{\text{transj}} \]  

where, \( f_{\text{trans}} \) is used for denoting the dissipated energy per bit in a circuit during data transmission, \( f_{\text{recv}} \) is used for denoting the energy lost by the circuit per bit when receiving the data and \( f_{\text{transj}} \) is used for denoting the energy lost in transit from rendezvous-node \( j \) towards the rendezvous-node \( k \). Consider the distance between the rendezvous-node \( j \) and the rendezvous-node \( k \) is defined as \( e_{jk} \). By utilizing the (1), the energy received per bit can be defined using the (6).

\[ f_{\text{recvj}} = f_{\text{transj}} M(e_0) \left( \frac{e_{jk}}{e_0} \right)^{-\beta}. \]  

Further, by utilizing the Rayleigh-Channel method, the ideal variable for the links can be defined using the (7):

\[ \gamma_m = \mathcal{P}[f_{\text{recvj}} \geq \delta] = \mathcal{P} \left\{ \beta \geq \frac{\delta}{f_{\text{transj}} M(e_0) \left( \frac{e_{jk}}{e_0} \right)^{\beta}} \right\} = \int_{\text{transj}} \frac{\delta e_{jk}^\beta}{M(e_0)e_0^{\beta}} \]  

by using the (7), the \( f_{\text{transj}} \) can be defined using the given (8):

\[ f_{\text{transj}} = \varphi e_{jk}^{\beta}, \quad j \neq k \]  

where, \( \varphi \) is used as a constant and is defined as the given (9).

\[ \varphi = \frac{-\delta}{M(e_0)e_0^{\beta} \log \gamma_m} \]
Hence, from this the (5) can be rewritten as given (10) by considering \( j = 1, ..., O \)

\[
Q_j = f_{\text{recv}}(d_j) + \sum_{1\leq k \leq O, k \neq j} w_{kj} + \sum_{1 \leq k \leq O, k \neq i} w_{jk}(f_{\text{trans}} + \varphi e_{jk}^o)
\]  

(10)

Consider \( F_j \) which is used for denoting the initial energy for the \( j \)th rendezvous-node, where \( j = 1, ..., O \). In this proposed work, for maximizing the coverage time, we have considered it as an optimization problem and defined it using the (11).

\[
\max_{(d,S)} \min \left\{ \frac{
\sum_{i=1}^O Q_i}{Q_1, Q_2, ..., Q_O} \right\}
\]  

(11)

Moreover, whenever the rendezvous-nodes are deployed with similar energy, this can be represented using the shown in (12):

\[
P_j = P \forall j,
\]  

(12)

further, the optimization problem defined in the (11) is same to the given (13).

\[
\min_{(d,S)} \max\{Q_1, ..., Q_o\}
\]

(13)

The goal of this proposed work is finding an optimal solution for the (13). The problems which may arise when finding an optimal solution are given as follows. For a given rendezvous-node \( j \), where \( j = 1, ..., O \), the following rendezvous-routing optimization conditions must be met (14):

\[
b_j d_j + \sum_{1 \leq k \leq O, k \neq j} w_{kj} = \sum_{1 \leq k \leq O, k \neq i} w_{jk} + w_{j,o+1}
\]  

(14)

where, \( 0 < b_j \leq 1 \) is the hop-routing aggregation function performance variable. In addition, all the packets sent by the rendezvous-nodes over a specific time frame must match those sent by the sensors during a single time frame. This can be defined using the (15).

\[
\sum_{j=1}^O d_j = Na.
\]

(15)

The optimization problem defined in the (13) and by using the constraints which have been defined using the (14) and (15), the given optimization problem can be converted into a linear-programming-problem (LPP) of \( d, S \) and \( \alpha \) by providing a supplementary variable \( u \), where \( u \geq \max\{Q_1, ..., Q_o\} \) and can be expressed using the given as shown in (16).

\[
\begin{align*}
\min_{(d,S,u)} \\
\text{such that}
\end{align*}
\]

\[
\begin{align*}
\sum_{1 \leq k \leq O, k \neq j} w_{kj} + b_j d_j - \sum_{1 \leq k \leq O, k \neq j} w_{kj} + w_{j,o+1} & = 0, \quad i = 1, ..., O \\
\sum_{j=1}^O d_j & = Na \\
\sum_{1 \leq k \leq O, k \neq j} w_{kj} f_{\text{recv}} + d_j f_{\text{recv}} + \sum_{1 \leq k \leq O, k \neq j} w_{jk}(f_{\text{trans}} + \varphi e_{jk}^o) & + w_{j,o+1}(f_{\text{trans}} + \varphi e_{j,o+1}^o) - u \leq 0, j = 1, ..., O \\
w_{jk} & \geq 0 \text{ and } d_j \geq 0, j = 1, ..., O; k = 1, ..., O + 1
\end{align*}
\]

(16)

3.3. Selecting optimal rendezvous-points

In this section, an optimal solution for the rendezvous-point selection has been given using an algorithm for the WSN. Consider the outcome of the optimal rendezvous-pointing vector be defined using \( d' = (d'_1, ..., d'_O) \). For the rendezvous node \( j \), where \( j = 1, ..., O \), \( N'_j = d'_j/\alpha \) is given to the sensor devices. Moreover, the allocation of the sensor devices is done in a sequential way. As long as the total number of sensor devices at all rendezvous-nodes does not exceed \( N'_j \), each node \( j \) will have a corresponding sensor device assigned to it. When that number is exceeded, the next closest rendezvous-node is examined, and so on. Algorithm 1 presents the algorithm to use in order to find the best possible rendezvous-pointing.
Algorithm 1: Optimal rendezvous pointing algorithm

Input: \( d^r=d^e=(d_1^r,...,d_O^r) \)

Expected outcome: \( V_1,...,V_O \) (rendezvous point sets)

Initialize: \( V_1=\emptyset \) (rendezvous point sets)

Start:

For \( j=1 \) to \( N \)

For \( k=1 \) to \( O \)

Set \( y_{jk} \) to distance among sensor device \( j \) and rendezvous node \( k \)

End for

Iteration:

\( l=\arg\min\{y_{jk},k=1,...,O\} \)

If \( d_1^r>O \)

\( d_1^r=d_1^r-\alpha \)

\( V_1=V_1+l+1 \)

Else

\( y_jl=\infty \)

Go to iteration

End if

End for

End:

3.4. Transmission/routing optimization

In this section, the optimization of the routing of the sensor nodes towards the rendezvous node has been described. For the purpose of this work, we take into account routing with a focus on the shortest route from the root-node to the rendezvous-node to the moving car, accounting for the total number of hops to reduce the unpredictable hop count of each transmission type. Hence, in this work for providing the best quality communication, a variable \( y_n \) has been used to provide computational probability for the positive end-to-end reception. In order for the root-reliability \( y_n \) to be at least \( y_q^\frac{1}{2} \), it is necessary for distinct roots of \( L \) pathways to undergo varying levels of fading. Taking into account the scenario of the shortest possible hop, the data packets are directed forward towards the base-station by going through all the nearest rendezvous-nodes which are located closer towards the level \( j \) after that. In this manner, the data is sent from one level (\( j = 1 \)) to the next before finally reaching the base-station. In this study, we take into account a rendezvous pointing-based route solution that finds an equilibrium between the energy requirements of all of the nodes in the network. Further, the communication radius for the rendezvous points can be attained using the given as shown in (17).

\[
\frac{1}{2}(s_1-s_0),...\frac{1}{2}(s_L-s_{L-1}),
\]  

(17)

The is used for reducing the energy dissipation at various rendezvous nodes. For an instance, by reducing \( \frac{1}{2}(s_j-s_{j-1}) \), it yields in reduced rendezvous-point sizes in the \( j^{th} \) level, helping to reduce local traffic between various rendezvous-points; shorter routing distances among matching rendezvous-nodes in the \((j-1)\) level; and a higher number of rendezvous-nodes in the \( j^{th} \) level. Since this study takes into account a homogeneous, symmetrical architecture as well as packets transmission, the load from said \( j^{th}\)-level rendezvous-node would be uniformly distributed across a greater number of \( j^{th}\)-level rendezvous-nodes, hence reducing the transmission load possessed by every \( j^{th}\)-level rendezvous-node. This helps the \( j^{th}\) ring rendezvous-node use less energy. Similarly, since there is a set number of levels included in the network, decreasing the area of the \( j^{th}\) level necessitates compensating for many other rendezvous-points, i.e., the \( j^{th}\)-level rendezvous-point. Similarly, there will be a rise in the rate of energy-dissipation towards the rendezvous-nodes. Consequently, a much more controlled energy-dissipation at multiple rendezvous-nodes is reached, which helped in increasing the coverage duration of WSN, by controlling the size of the rendezvous-point at various levels. This extends the lifetime of wireless sensor networks, as shown experimentally below.

4. SIMULATION RESULT AND ANALYSIS

In this section, the performance of the presented method has been evaluated and compared with the existing method in terms of lifetime, routing and communication overhead. For the evaluation of the lifetime of the sensor node, the first-sensor device-death (FSDD), total-sensor device-death (TSDD) and loss-of-connectivity have been considered. Very less work has been done for evaluating the lifetime performance of the WSN. For the experimentation setup, we have considered the Windows 10 operating system, Intel i5 processor which has 64-bit Quad-Core, 16GB RAM and 4GB of NVIDIA CUDA enabled-dedicated GPU. For running the evaluation tests, the SENSORIA simulator [19] has been used. The proposed method has been compared with the existing M-LEACH [20] method. The M-LEACH as well as the proposed method has been modelled utilizing the dot-net framework 4.8 and has been coded in C# language. The simulation parameters for the experimentation have been given in Table 1.
Table 1. Parameters considered for simulation

<table>
<thead>
<tr>
<th>Network parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size of the wireless network</td>
<td>100 m x 100 m</td>
</tr>
<tr>
<td>Sensor devices considered</td>
<td>500, 1000, 1500 &amp; 2000</td>
</tr>
<tr>
<td>No. of base station</td>
<td>1</td>
</tr>
<tr>
<td>Starting energy of the sensor devices</td>
<td>0.1 to 0.2 Joules (j)</td>
</tr>
<tr>
<td>Range of transmission</td>
<td>5 m</td>
</tr>
<tr>
<td>Range of sensing</td>
<td>3 m</td>
</tr>
<tr>
<td>Radio energy dissipation</td>
<td>50 nJ/bit</td>
</tr>
<tr>
<td>Length of data packets</td>
<td>5000 bits</td>
</tr>
<tr>
<td>Speed of transmission</td>
<td>100 bit/s</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>10000 bit/s</td>
</tr>
<tr>
<td>Delay caused due to data processing</td>
<td>0.1 s</td>
</tr>
<tr>
<td>Idle energy-consumption (Eelec)</td>
<td>50 nJ/bit</td>
</tr>
<tr>
<td>Energy required for amplification (Emp)</td>
<td>100 pJ/bit/m²</td>
</tr>
</tbody>
</table>

4.1. Performance evaluation of the sensors devices network lifetime

In this section, the performance evaluation for the sensors lifetime by taking into account the overall number of sensor devices death has been given in this section. For the evaluation, the sensor-devices have been varied from 500 to 2,000 and the experiments have been conducted. The performance evaluation of the sensors network lifetime has been given in Figure 2. When compared with the M-LEACH method, the results demonstrate that the proposed method enhances the lifetime of the sensor devices by 84.83%, 83.96%, 77.22%, and 70.09% for 2,000, 1,500, 1,000, and 500 sensor devices respectively. When overall sensor-device death is taken into account, the proposed method achieves a 79.02% improvement in average lifespan performance over the M-LEACH. The conclusion that can be drawn from this is that lifetime performance can be scalable to accommodate different densities of networks.

4.2. Performance evaluation for routing and communication overhead

In this section, the performance evaluation for routing and communication overhead by varying the sensor devices has been evaluated. For the evaluation, the sensor-devices have been varied from 500 to 2,000 and the experiments have been conducted. The routing overhead has been given in the Figure 3. When compared with the M-LEACH method, the results demonstrate that the proposed method decreases the routing overhead of the sensor devices by 52.93%, 46.80%, 45.06%, and 52.62% for 2,000, 1,500, 1,000, and 500 sensor devices respectively. When compared to the M-LEACH method, the proposed method reduces routing overhead by an average of 49.17%. Further, the communication overhead has been given in Figure 4. When compared with the M-LEACH method, the results demonstrate that the proposed method decreases the communication overhead of the sensor devices by 42.88%, 49.64%, 27.25%, and 33.75% for 2,000, 1,500, 1,000, and 500 sensor devices respectively. When compared to the M-LEACH method, the proposed method reduces communication overhead by an average of 38.37%.
4.3. Discussion

The experimentation has been done by considering various parameters like network lifetime, routing and communication overhead which has been discussed in the previous sections. The results show that the proposed method attains better performance in comparison to the M-LEACH method. In this section, the existing methods have been compared with the proposed method for the evaluation of the sensor-devices network lifetime. Most of the existing works have considered the network lifetime of the sensor devices for the comparing it with the other existing methods. Moreover, in most of the existing works, the FSDD has been considered as the performance metric. Furthermore, the loss of connection among the sensor devices affects the overall lifetime performance of the WSN. Hence, in this work, we have considered the loss of connectivity, FSDD and TSDD for the evaluation of the lifetime of the network. In Table 2, the performance evaluation of the sensor devices network lifetime of the proposed method has been compared with the other existing methodologies. In this Table 2, the lifetime improvement attained by the existing methodologies [11–4] has been compared with the proposed method. From the results it can be seen that the proposed method attains superior performance in comparison to the existing methodologies. To increase the lifespan performance of WSNs, the proposed method minimizes the energy used by the rendezvous node while simultaneously increasing coverage time. As a result, it will be easier to provide the kind of energy-efficient architecture necessary for real-time application services.

<table>
<thead>
<tr>
<th>Methodology</th>
<th>Lifetime improvement attained by the various existing method by taking into account the total sensor-device death</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kulkarni and Jesudason [21]</td>
<td>55.0%</td>
</tr>
<tr>
<td>Maheshwari et al. [22]</td>
<td>44.0%</td>
</tr>
<tr>
<td>Wang et al. [23]</td>
<td>36.48%</td>
</tr>
<tr>
<td>Salman and Farzinvash [24]</td>
<td>80.27%</td>
</tr>
<tr>
<td>Gamal et al. [25]</td>
<td>80.54%</td>
</tr>
<tr>
<td>Proposed method</td>
<td>81.02%</td>
</tr>
</tbody>
</table>

5. CONCLUSION

It is difficult to build an architecture that is both energy efficient and capable of supplying non-real-time as well as real-time services and applications in WSN. Substantial research demonstrates that several strategies have been recently offered to improve the sensor network’s energy efficiency. Hence, in this work we have proposed an energy-efficient method which will increase the network lifetime of the sensor network. In order to maximize the lifetime of a sensor network while decreasing the amount of energy it consumes, it is necessary to perform routing optimization and take shortest path based routing into account. Experiments have been conducted by using the SENSORIA simulator and compared with the existing methods. The results show that the proposed method has attained an improvement of 79.02% for the network lifetime when compared with the M-LEACH method. Also, the proposed method reduces routing and communication overhead by 49.17% and 38.37% respectively. From all the results, the proposed method can be used for both the non-real-time as well as real-time services and applications in WSN.
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