Saliency-based variational active contour model for image with intensity inhomogeneity
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ABSTRACT
Variational active contour model (ACM) is used to segment or subdivide an image into the desired object. This segmentation technique in region-based ACM can be divided into two classes: global segmentation and selective segmentation. Selective segmentation, in which only a particular desired object is segmented from an input image, is preferable to the global model because the selective segmentation model proves to be very useful, especially in medical image analysis. However, when it comes to segmenting an image with inhomogeneous intensity, these models seem to give unsatisfactory results. In this paper, we propose a new variational selective ACM mainly used for segmentation of images with inhomogeneous intensity, by incorporating saliency image map and local image fitting ideas. In addition, the euler-lagrange equation (EL) was provided to solve the proposed model. A total of thirty sets of medical images were used to test the model. Numerical results show that the suggested model outperforms other existing models, with the hausdorff distance of the proposed model being 47.78% less than the competing model, and the dice and jaccard values being around 17.54% and 33.65% higher, respectively, than the competing model.
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1. INTRODUCTION
Image segmentation which is a process of dividing a digital image into various parts for subsequent processing and analysis is a crucial step in many image processing and computer vision applications, including medical imaging [1] and object recognition [2]–[5]. There are two types of segmentation methods: variational and non-variational segmentation methods. The non-variational approaches such as thresholding and region growing methods although effective for a simple image are not effective to handle topological changes, while the non-variational machine learning-based method required a large amount of data which is not usually available. Variational approaches are less dependent on the amount of data and have been proven to be effective in image segmentation. The active contour models (ACM) are the widely used method in variational approaches as they use the calculus of variations where it applies the optimization procedures to minimize the energy cost functional. The variational ACM can be categorized into two types which are edge-based and region-based approaches. The most celebrated edge-based variational ACM was proposed by Kass et al. [6] by applying the explicit snake model with a conventional parametric curve. However, this method is sensitive to image noise. Meanwhile, the region-based variational ACM uses image information such as the shape, texture characteristics and pixel intensities in global or local areas to properly converge contour curves to
acceptable target borders [7]–[9]. The region-based variational ACM approach is less sensitive to image noise and capable to handle topological changes more effectively compared to the edge-based approach. This region-based variational ACM can be classified into two classes which are global and selective segmentation.

The well-known variational global ACM is Mumford and Shah [10] model. As a global model, it aims to segment all objects that appear in the input image. Then, Chan and Vese [11] reduced the Mumford and Shah [10] model to a simple numerical representation without approximation called as channel-ve (CV) model. There are two phases in this CV model, depicting the image’s background and foreground, which is a special case of the piecewise constant (PC) model. However, this CV model might produce unsatisfactory results. The main reason is that this model applied global image intensity information in its mathematical formulation which makes this model unable to produce prominent results when it comes to segmenting intensity inhomogeneity images. Intensity inhomogeneity is one of the main constraints in the field of image segmentation particularly in medical imaging such as magnetic resonance imaging (MRI) and computed tomography (CT) scans. This refers to variations in image intensity values within a single image, which can lead to difficulty in differentiating between healthy and diseased tissue which leads to the medical experts making inaccurate decisions. This is particularly problematic in diseases such as cancer, where accurate diagnosis is critical for effective treatment planning.

In order to overcome the problem of segmenting an intensity inhomogeneity image, Li et al. [12] have introduced the local binary fitting (LBF) model that utilizes the local image intensity. In conjunction with the good segmentation result in applying the LBF model, it increases the computational time due to the computational complexity in its formulation. Then in 2010, Zhang et al. [13] proposed the local image fitting (LIF) model to overcome the limitation of the LBF model. Since then, many researchers have utilized the local image intensity idea in image segmentation to deal with images with intensity inhomogeneity such as Wang and Huang [14], Yang et al. [15] and Iqbal et al. [16]. Besides the idea of using the local image intensity to obtain better image segmentation results for images with intensity inhomogeneity, another approach that is currently being noticeable by researchers is to use the saliency map idea. In general, saliency means the quality of being conspicuous by emphasizing the region to which people will look first. According to Zhi and Shen [17], the saliency map originates from visual distinctness and surprise. In other words, this saliency map will help in making its initial contour of the targeted object as its initial guess can easily extract the desired object from the background. Several studies have applied the saliency map idea in their models. One of the studies has been done by Idris et al. [18] namely the saliency driven region-edge based top down level set evolution (SDREL) where they have proven that the idea of using the saliency map can achieve a better and more precise segmentation result. However, Iqbal et al. [16] have claimed that the above-mentioned model is not efficient in segmenting an image with severe intensity inhomogeneity. Therefore, they came up with a new segmentation model called the local saliency fitting (LSF) by incorporating the same saliency images map in the SDREL model [18] with the local image intensity idea. Unfortunately, the LSF model is not applicable when segmenting a specific object in an input image.

To overcome this problem, the second type of variational region-based ACM namely the selective segmentation model is preferred. Selective segmentation involves dividing a specific object in an image into several sections using markers that are defined by the user. This method has a lot of potential for integration with medical imaging fields [18], [19] biometric identification [20] and processing of text [21]. Recently, Jumaat and Chen [22] proposed a prominent selective ACM namely the primal dual selective segmentation (PDSS). This model is proven efficient in segmenting a specific object in an input image. However, the PDSS model is facing a huge problem in segmenting images with low contrast. Due to the issue that arises, Ghani et al. [23] have proposed a modified PDSS model namely PDSS2 by substituting the fitting term with information from the image enhancement technique. However, the detailed information acquired by the PDSS2 seems to be insufficient to find the near-optimal segmented boundary of an object with intensity inhomogeneity problems. Recently in 2023, Saibin and Jumaat [24] proposed a new variational selective region-based ACM namely the Gaussian regularization selective segmentation (GRSS) model for intensity inhomogeneity images. However, the generated curve is not smooth because of the replacement of the total variation (TV) term with Gaussian kernel regularizer in the formulation. Therefore, this paper proposes a new variational selective region-based ACM for images with intensity inhomogeneity by incorporating the ideas of using a saliency map from the SDREL model [17] and LSF model [16]. To integrate the local property of an input image, the idea from the LIF model [13] will be used. To capture a targeted, a distance function (DF) from the GRSS model [24] will be utilized. The remainder of this work is divided into three sections. In section 2 describes the study’s method as well as the recommended energy functional of the proposed model. In section 3 contains a comparison and explanation of the experimental findings. The conclusion and recommendations for further study will be explored in section 4.
2. METHOD

The idea of formulating the new model is achieved by integrating the LSF model [16] into a variational minimization energy functional. To capture intensity inhomogeneity object, the LIF energy [13] is utilized. The method of the proposed model will be explained based on the flow chart in Figure 1 as follows. Based on Figure 1, the saliency map and LIF energy of an input image are computed. Next, the LSF energy is derived from the computed saliency map. After that, a total energy minimization functional that represent the new model is formulated to segment the input image by integrating the LSF and LIF energies with DF, distance regularization term (DRT) and length term, also known as TV function. In the next subsection, each step is explained in detail.

![Flowchart of the proposed model](image)

2.1. Input image

In this research, there will be five different categories of medical test images which are the mammogram, brain, ultrasound, chest X-rays and covid CT scan images taken from [25]–[29] respectively. There will be six different test images from each category will be segmented. Thus, a total of thirty images will be used in this study. The benchmarks for all the test images are taken from the same sources respectively.

2.2. Saliency map via absorbing markov chain

In our proposed model, saliency detection plays an important role. Unlike the classical saliency image map used in the LSF model [16], we propose to use the absorbing markov chain instead to compute the probability of a random walker being absorbed by different states in an image [30]. There are two different states involved which are the absorbing states, \( r \) and the transient states, \( t \). The idea is that a state with high absorption probability represents a salient region in the image, as it attracts the random walker more than other states. These probabilities can be represented in the form of a matrix where matrix \( Q \) is the transition probabilities between the transient states, matrix \( R \) is the transition probabilities from transient to absorbing states and matrix \( I \) represents the identity matrix that describes the transition probabilities between the absorbing rates. Therefore, the transition matrix \( P \) can be defined in the form of:

\[
P \to \begin{pmatrix} Q & R \\ 0 & I \end{pmatrix}
\]

the method starts by constructing an image graph, where each node represents the super pixels and each edge connects two adjacent super pixels. The absorbed time for each transient state can be calculated as follows:

\[
y = N \times c
\]

here, the matrix \( c \) is the \( t \)-dimensional column vector whose elements are 1 and matrix \( N \) represents the fundamental matrix of the absorbing markov chain given by:

\[
N = (I - Q)^{-1}
\]

the transition matrix of the markov chain is then computed from this graph and the absorbing probability of each state is calculated using the theory of absorbing markov chains. The resulting probabilities are then used as the saliency map of the image and the absorbing state corresponds to the final saliency map and the transition probabilities between states are learned from the input image data which allows the algorithm to determine which regions are more salient. According to Jiang et al. [30], the saliency map \( S \) can be obtained by normalizing the absorbed time (2) and is given by:

\[
S(i) = \frac{y(i)}{\sum y(i)}, \quad i = 1,2,\ldots, t
\]

where \( i \) indicates the indexing of the transient nodes on a graph. This approach is effective in detecting salient regions in images and has been used in a variety of computer vision applications. To strengthen the claim,
we compared the classical saliency result obtained from the LSF model [16] with the saliency via absorbing markov chain [30] which is shown in Figure 2.

Based on Figure 2, the input image in Figure 2(a) is an intensity inhomogeneity synthetic image. From visual observation, we can see that the saliency detection using the classical method [16] in Figure 2(b) is less accurate to use in this study as it can produce a poorer salient image result as compared to the absorbing markov chain [30] in Figure 2(c). This is due to the advantages of the absorbing markov chain method on handling global and local saliency information as it defines absorbing states for important regions and adjusting transition probabilities accordingly.

Figure 2. The input image with (a) its saliency map, (b) the classical saliency [16], and (c) the saliency via absorbing markov chain [30]

2.3. Local image fitting

In this study, the local image fitting is computed using the LIF model [13]. The local image fitting is important to handle images with intensity inhomogeneity. Assumed that for an image $u(x,y)$ in a domain $\Omega$, the regularized local image fitting energy functional in the level set formulation $E^{LIF}_\varepsilon$ is defined as follows:

$$E^{LIF}_\varepsilon(\phi) = \frac{1}{2} \int_\Omega |u - u^{LIF}|^2 \, dx \, dy$$  \hspace{1cm} (5)

where $\phi$ is the segmentation curve in zero-level set representation. The fitted image $u^{LIF} = u^{LIF}(x, y)$ in (5) can be written as follows:

$$u^{LIF} = n_1 H_\varepsilon(\phi) + n_2 (1 - H_\varepsilon(\phi))$$  \hspace{1cm} (6)

where $n_1$ and $n_2$ are the intensity averages of interior and exterior in a local region by defining a truncated Gaussian window $W_k(x,y)$ with a standard deviation $\sigma$ and a radius $k$ of kernel window, which have the following definitions:

$$n_1 = \text{mean}\left\{u \in \{(x,y) \in \Omega | \phi(x,y) > 0 \} \cap W_k(x,y)\right\}$$

$$n_2 = \text{mean}\left\{u \in \{(x,y) \in \Omega | \phi(x,y) < 0 \} \cap W_k(x,y)\right\}$$  \hspace{1cm} (7)

In practical applications, the value of standard deviation $\sigma$ is quite essential where it should be correctly selected based on the images. If the setting parameter $\sigma$ is set to be small, it may provide incorrect results, whereas the $\sigma$ value that is too large will result in a high computational cost. The heaviside function $H_\varepsilon(\phi) = 0.5(1 + (2/\pi) \arctan(\phi/\varepsilon))$ and the dirac delta function $\delta_\varepsilon(\phi) = \varepsilon / \pi(\varepsilon^2 + \phi^2)$ are utilized in the model where $\varepsilon$ is a small positive constant that handles the smoothness of $H_\varepsilon(\phi)$ and $\delta_\varepsilon(\phi)$ [24]. In this study, the epsilon parameter is set to $\varepsilon = 1$.

2.4. Local saliency fitting

By combining (4) and (5), we proposed a new equation to compute the LSF as follows:

$$E_{LSF} = \frac{1}{2} \int_\Omega |S - S_{LSF}|^2 \, dx \, dy$$  \hspace{1cm} (8)

where $S$ is the saliency map equation obtained from (4) and $S_{LSF}$ is the saliency-driven local fitted image defined as follows:

$$S_{LSF} = L_{s1}(x) H_\varepsilon(\phi) + L_{s2}(x)(1 - H_\varepsilon)$$  \hspace{1cm} (9)

here, the term $L_1$ and $L_2$ are the saliency-based intensity mean for the inside and outside of the contour as defined in (7) while $H_\varepsilon$ is the heaviside function. The LSF enables the extraction of accurate local image information especially for images with inhomogeneous intensity to increase segmentation accuracy.
2.5. Total energy functional

In this step, a novel energy functional which is a new variational selective ACM called the saliency-based selective segmentation (SBSS) model is proposed. The proposed SSBS model consists of the combination of (5) and (8). In addition, to ensure the SBSS model capable to capture a specific object effectively, a $DF = \int_{\Omega} P_d H(\phi) \, dxdy$ is utilized. Here, $P_d$ is the euclidean DF similarly defined in [24].

Moreover, a function $TV = \int_{\Omega} |\nabla \phi| \, dxdy$ is introduced to generate a smooth curve and a $DRT = \int_{\Omega} (|\nabla \phi| - 1)^2 \, dxdy$ is also added in the SBSS model to stabilize the evolution of the generated segmentation contour. Thus, the variational functional minimization problem of the SBSS model in the level set formulation is defined as follows:

$$
\begin{align*}
\min_{\phi} \text{SSBS}(\phi) &= \frac{1}{2} \int_{\Omega} \left[ - \left( m_1 H(\phi) + m_2 (1 - H(\phi)) \right)^2 \right] \, dxdy + \theta \int_{\Omega} P_d H(\phi) \, dxdy \\
&\quad + \frac{1}{2} \int_{\Omega} \left[ s_1 H(\phi) + s_2 (1 - H(\phi)) \right]^2 \, dxdy + \mu \int_{\Omega} \frac{1}{2} (|\nabla \phi| - 1)^2 \, dxdy + \nu \int_{\Omega} \delta(\phi) \, |\nabla \phi| \, dxdy
\end{align*}
$$

(10)

here, the parameters $\theta, \mu$ and $\nu$ are positive integers to weight the DF, DRT, and TV functions respectively. To solve the model, the euler-lagrange partial differential equation is derived which is defined as the following (11).

$$
\frac{\partial \phi}{\partial t} = \delta(\phi) \left[ 1 - \left( m_1 H(\phi) + m_2 (1 - H(\phi)) \right) \right] \left( m_1 - m_2 \right) - \mu \left( 4 \phi - \nabla \cdot \frac{\nabla \phi}{|\nabla \phi|} \right) + \delta(\phi) \left( \partial_P \right)
$$

$$
\frac{\partial \phi}{\partial t} = \delta(\phi) \left[ 1 - \left( m_1 H(\phi) + m_2 (1 - H(\phi)) \right) \right] \left( m_1 - m_2 \right) - \mu \left( 4 \phi - \nabla \cdot \frac{\nabla \phi}{|\nabla \phi|} \right) + \delta(\phi) \left( \partial_P \right)
$$

(11)

2.6. Algorithm to solve the SBSS model

To compute the solution of (11) that represents the segmentation result and the ground truth contour. According to Isensee et al. [31], the lower the Hausdorff distance value, the greater the similarity between the targeted object and the original ground truth image.

Algorithm 1. For the SBSS model

1. Input the test image.
   >> Img = imread('image.png');
2. Set values of $tol$, maxit, $\sigma$, and $\theta$.
   >> maxit = 200; tol=1e-5; theta=20; sigma =90;
3. Marker set is defined around the targeted object.
   >> mx = [125;62;97;158;214;174]; my = [56;120;147;161;150;62];
4. Evaluate the saliency map, $S$ from Equation (4).
5. For iteration $1$ to maxit or $\|\phi_{n+1} - \phi_{n}\| \leq tol$ do
   Generate the function $\phi$ which is the zero-level set function based on Equation (11).
   >> for iteration = 1: maxit
   >> $\phi(phi>0) = 1; \phi(phi<0) = 0$;
6. The final segmentation curve will be the output $\phi$.
   >> figure, imagesc(phi); colormap gray;

3. RESULTS AND DISCUSSION

Throughout this investigation, the suggested SBSS model’s performance was compared to the other three competing variational selective segmentation models: the PDSS model [23], the PDSS2 model [24], and the recently released GRSS model [25]. The accuracy of all models will be determined and computed using two similarity coefficients which are dice (DSC) and Jaccard (JSC) coefficients computation. The DSC and JSC coefficients are to be determined by the benchmark value of closest to 0 indicates the poorest quality while the value of closest to 1 indicates the nearly perfect segmentation result. In addition, the hausdorff distance (HD) measurement will be recorded as part of the accuracy test as it will determine the relative distance between the segmentation result and the ground truth contour. According to Isensee et al. [31], the lower the hausdorff distance value, the greater the similarity between the targeted object and the original ground truth image.
For every test image, the tolerance $tol = 1 \times 10^{-5}$ and the maximum iterations are 200. The parameters set in all the models have been adjusted thoroughly to obtain better segmentation results for each model. Then, the initial marker is defined and drawn relatively close to the targeted object in each image. The parameter $\theta$ is set in the range of $\theta = [3,17500]$. The value of the parameter $\theta$ varies according to the suitability of the image. The parameter $\nu$ is set in the range of $\nu = [10,1500]$ while the parameter $\mu$ is fixed to $\mu = 0.001$. The segmentation results for all test images in each medical image’s category by using the SBSS model and the other three models are compared and presented in Table 1.

Table 1. Segmentation results on different type of medical images

<table>
<thead>
<tr>
<th>Test image</th>
<th>PDSS</th>
<th>PDSS2</th>
<th>GRSS</th>
<th>SBSS</th>
<th>Test image</th>
<th>PDSS</th>
<th>PDSS2</th>
<th>GRSS</th>
<th>SBSS</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1a)</td>
<td>(1b)</td>
<td>(1c)</td>
<td>(1d)</td>
<td>(1e)</td>
<td>(16a)</td>
<td>(16b)</td>
<td>(16c)</td>
<td>(16d)</td>
<td>(16e)</td>
</tr>
<tr>
<td>(2a)</td>
<td>(2b)</td>
<td>(2c)</td>
<td>(2d)</td>
<td>(2e)</td>
<td>(17a)</td>
<td>(17b)</td>
<td>(17c)</td>
<td>(17d)</td>
<td>(17e)</td>
</tr>
<tr>
<td>(3a)</td>
<td>(3b)</td>
<td>(3c)</td>
<td>(3d)</td>
<td>(3e)</td>
<td>(18a)</td>
<td>(18b)</td>
<td>(18c)</td>
<td>(18d)</td>
<td>(18e)</td>
</tr>
<tr>
<td>(4a)</td>
<td>(4b)</td>
<td>(4c)</td>
<td>(4d)</td>
<td>(4e)</td>
<td>(19a)</td>
<td>(19b)</td>
<td>(19c)</td>
<td>(19d)</td>
<td>(19e)</td>
</tr>
<tr>
<td>(5a)</td>
<td>(5b)</td>
<td>(5c)</td>
<td>(5d)</td>
<td>(5e)</td>
<td>(20a)</td>
<td>(20b)</td>
<td>(20c)</td>
<td>(20d)</td>
<td>(20e)</td>
</tr>
<tr>
<td>(6a)</td>
<td>(6b)</td>
<td>(6c)</td>
<td>(6d)</td>
<td>(6e)</td>
<td>(21a)</td>
<td>(21b)</td>
<td>(21c)</td>
<td>(21d)</td>
<td>(21e)</td>
</tr>
<tr>
<td>(7a)</td>
<td>(7b)</td>
<td>(7c)</td>
<td>(7d)</td>
<td>(7e)</td>
<td>(22a)</td>
<td>(22b)</td>
<td>(22c)</td>
<td>(22d)</td>
<td>(22e)</td>
</tr>
<tr>
<td>(8a)</td>
<td>(8b)</td>
<td>(8c)</td>
<td>(8d)</td>
<td>(8e)</td>
<td>(23a)</td>
<td>(23b)</td>
<td>(23c)</td>
<td>(23d)</td>
<td>(23e)</td>
</tr>
<tr>
<td>(9a)</td>
<td>(9b)</td>
<td>(9c)</td>
<td>(9d)</td>
<td>(9e)</td>
<td>(24a)</td>
<td>(24b)</td>
<td>(24c)</td>
<td>(24d)</td>
<td>(24e)</td>
</tr>
<tr>
<td>(10a)</td>
<td>(10b)</td>
<td>(10c)</td>
<td>(10d)</td>
<td>(10e)</td>
<td>(25a)</td>
<td>(25b)</td>
<td>(25c)</td>
<td>(25d)</td>
<td>(25e)</td>
</tr>
<tr>
<td>(11a)</td>
<td>(11b)</td>
<td>(11c)</td>
<td>(11d)</td>
<td>(11e)</td>
<td>(26a)</td>
<td>(26b)</td>
<td>(26c)</td>
<td>(26d)</td>
<td>(26e)</td>
</tr>
<tr>
<td>(12a)</td>
<td>(12b)</td>
<td>(12c)</td>
<td>(12d)</td>
<td>(12e)</td>
<td>(27a)</td>
<td>(27b)</td>
<td>(27c)</td>
<td>(27d)</td>
<td>(27e)</td>
</tr>
<tr>
<td>(13a)</td>
<td>(13b)</td>
<td>(13c)</td>
<td>(13d)</td>
<td>(13e)</td>
<td>(28a)</td>
<td>(28b)</td>
<td>(28c)</td>
<td>(28d)</td>
<td>(28e)</td>
</tr>
<tr>
<td>(14a)</td>
<td>(14b)</td>
<td>(14c)</td>
<td>(14d)</td>
<td>(14e)</td>
<td>(29a)</td>
<td>(29b)</td>
<td>(29c)</td>
<td>(29d)</td>
<td>(29e)</td>
</tr>
<tr>
<td>(15a)</td>
<td>(15b)</td>
<td>(15c)</td>
<td>(15d)</td>
<td>(15e)</td>
<td>(30a)</td>
<td>(30b)</td>
<td>(30c)</td>
<td>(30d)</td>
<td>(30e)</td>
</tr>
</tbody>
</table>
Table 1 demonstrates the comparison of segmentation results for all test images in each medical image’s category by using the proposed SBSS model with the PDSS, PDSS2 and GRSS model. Tables 1(1a-6a) indicate six test mammogram images followed by brain images in Tables 1(7a-12a), ultrasound images in Tables 1(13a-18a), chest X-rays images in Tables 1(19a-24a) and the covid CT scan images in Tables 1(25a-30a). The yellow curve in Tables 1(1a-30a) indicated the initial contour for each ACMs. The results generated by the PDSS and PDSS2 models are demonstrated in Tables 1(1b-30b) and Tables 1(1c-30c) respectively. Tables 1(1d-30d) and Tables 1(1e-30e) show the results obtained by the GRSS and the proposed SBSS model respectively. By visual observation, it is clearly seen that all the models are capable to segment the targeted object for each respective image. However, the PDSS and PDSS2 models were over-segmented where the models were segmented with unnecessary noise and the generated curve become scattered simply because the model captured the targeted object together with the nearby area of the object boundary which happened to have the same intensity as per the targeted object. From the very closest point, it is clearly seen that the GRSS model also tends to segment image noise as observed in test images Table 1(25d) and Table 1(26d). In general, all the medical test images have different degrees of intensities together with weak boundaries which are difficult to be segmented. This is the main reason why the PDSS, PDSS2 and GRSS models are less effective.

On the other hand, the proposed SBSS model has produced a better segmentation result as compared to the PDSS, PDSS2, and GRSS models thanks to the absorbing markov chain-based saliency image map and the local image intensities respectively where the saliency image map assists the model in making the initial guess of the targeted object and the local image intensities idea is helps determine the sensitivity of the initial contour position and finding the near-optimal final contour, especially in segmenting images with intensity inhomogeneity and weak boundaries. To support the visual observations, the quantitative accuracy test for the SBSS model and the competing models is conducted. The results are tabulated in Table 2.

Table 2. The average hausdorff distance, average DSC, and average JSC values for all test images

<table>
<thead>
<tr>
<th>Test image</th>
<th>Mammogram</th>
<th>Brain</th>
<th>Ultrasound</th>
<th>Chest</th>
<th>Covid</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>PDSS</td>
<td>12.5625/</td>
<td>2.9327/</td>
<td>5.9503/</td>
<td>40.2790/</td>
<td>12.5131/</td>
<td>14.8475/</td>
</tr>
<tr>
<td>HD/DS/JSC</td>
<td>0.9118/</td>
<td>0.9456/</td>
<td>0.8606/</td>
<td>0.7687/</td>
<td>0.4976/</td>
<td>0.7969/</td>
</tr>
<tr>
<td></td>
<td>0.8399</td>
<td>0.8971/</td>
<td>0.7650/</td>
<td>0.6283/</td>
<td>0.3481/</td>
<td>0.6597/</td>
</tr>
<tr>
<td>PDSS2</td>
<td>12.5022/</td>
<td>2.8318/</td>
<td>6.1473/</td>
<td>42.4813/</td>
<td>12.4052/</td>
<td>15.2736/</td>
</tr>
<tr>
<td>HD/DS/JSC</td>
<td>0.9164/</td>
<td>0.9467/</td>
<td>0.8927/</td>
<td>0.7698/</td>
<td>0.5036/</td>
<td>0.8058/</td>
</tr>
<tr>
<td></td>
<td>0.8477</td>
<td>0.8991/</td>
<td>0.8095/</td>
<td>0.6300/</td>
<td>0.3541/</td>
<td>0.7081/</td>
</tr>
<tr>
<td>HD/DS/JSC</td>
<td>0.9007/</td>
<td>0.9421/</td>
<td>0.9443/</td>
<td>0.8351/</td>
<td>0.8655/</td>
<td>0.8975/</td>
</tr>
<tr>
<td></td>
<td>0.8230</td>
<td>0.8913/</td>
<td>0.8953/</td>
<td>0.7188/</td>
<td>0.7662/</td>
<td>0.8189/</td>
</tr>
<tr>
<td>HD/DS/JSC</td>
<td>0.9340/</td>
<td>0.9522/</td>
<td>0.9551/</td>
<td>0.9166/</td>
<td>0.9255/</td>
<td>0.9367/</td>
</tr>
<tr>
<td></td>
<td>0.8775</td>
<td>0.9073/</td>
<td>0.9149/</td>
<td>0.8470/</td>
<td>0.8620/</td>
<td>0.8817/</td>
</tr>
</tbody>
</table>

The average hausdorff distance, DSC and JSC values for all 30 medical test images were recorded as shown in Table 2. From Table 2, it is clearly shown that the SBSS model recorded the lowest average of hausdorff distance value of 7.9762 which is about 46.28%, 47.78%, and 19.47% lower than the PDSS, PDSS2 and GRSS models respectively. The SBSS model also recorded the highest average DSC and JSC values which are 0.9367 and 0.8817 respectively compared to the other models. This implies that the DSC values for the SBSS model are about 17.54%, 16.24%, and 4.37% higher than the PDSS, PDSS2, and GRSS models respectively, while the JSC values for the SBSS model are about 33.65%, 24.52%, and 7.67% higher than the PDSS, PDSS2, and GRSS models respectively. Thus, it can be concluded that the SBSS model is more accurate compared to the PDSS, PDSS2, and GRSS models. These are the evidence of the advantages of incorporating the absorbing markov chain saliency image detection and the local image fitting idea which help the SBSS model to handle images with intensity inhomogeneity that result in more accurate segmentation compared to the other competing models.

Even though it is proven visually and quantitatively that the SBSS model is more accurate than the PDSS, PDSS2, and GRSS models, the limitation of our proposed SBSS model is that it takes a longer processing time compared to the other models. The average processing time (in seconds) for all thirty tested medical images by using the PDSS, PDSS2, GRSS, and SBSS models is 45.8725s, 45.3803s, 48.7610s, and 77.5004s respectively. The time processing difference between the GRSS model and the SBSS model is because of the existence of the TV function in the SBSS model formulation which makes the formulation becomes more complicated, while the GRSS model replaced the TV regularization term with the gaussian kernel function which makes the GRSS model formulation less complicated resulting in less computational time. In addition, the SBSS model was solved using the gradient descent method, while the PDSS and PDSS2
models were solved using a fast multilevel algorithm which is more efficient than the gradient descent method. Thus, on average the PDSS and PDSS2 models are more efficient than the SBSS model. Moreover, the implementation of the absorbing markov chain-based saliency image map detection, local image intensities and DRT term make the SBSS model’s formulation more complex and it results in a significant increase in terms of computational time. Based on the experiment above, we remark that the proposed SBSS model is compared with three existing PDSS, PDSS2, and GRSS models where these three models do not involve saliency computation in their formulations. To complete our experiment, we compared our proposed model to the LSF model [16] that contains the saliency map. We selected three test images from [34] for this investigation, and the segmentation outcomes are compared in Figure 3.

![Test image](image1.png)

Figure 3. The input images, (1a) a chocolate, (2a) a corn, and (3a) a biscuit with their respective segmentation results (1b), (2b), and (3b) by using the LSF model and (1c), (2c), and (3c) the proposed SBSS model

From Figure 3, we present the segmentation output for the LSF model and the proposed SBSS model in the second and third columns, respectively. Meanwhile, the first column is the test image with the respective red initial contour in Figures 3(1a), 3(2a), and 3(3a). By visual observation, we can see that the segmentation results obtained from the LSF model in Figures 3(1b), 3(2b), and 3(3b) are scattered and produced unnecessary noise. On the other hand, the segmentation results produced by the proposed SBSS model in Figures 3(1c), 3(2c), and 3(3c) are smoother which makes the final contour becomes more accurate as compared to the LSF model, thanks to the absorbing markov chain formulation in the SBSS model formulation which assists in making a near-optimal initial guess and helps producing more accurate segmentation result.

Looking at the segmentation result visually is insufficient to judge the accuracy of a particular segmentation model. Hence, we present the quantitative accuracy measures using the average distance measures, DSC and JSC values for both models. As a result, the SBSS model recorded a lower hausdorff distance of 5.6431 compared to the LSF model with an average distance value of 5.9708. In addition, the average DSC and JSC values for the three test images recorded in the proposed SBSS model are 0.9468 and 0.8991, respectively, which are slightly higher than in the LSF model which are 0.9222 and 0.8565, respectively. Therefore, we can conclude that the SBSS model is more accurate compared to the LSF model. The better accuracy performance obtained from the proposed SBSS model are due to the advantages of applying the saliency image map which tends to produce primarily the nontrivial part of the image [35], incorporate specific features of human vision [36] and coherent initial guess via the absorbing markov chain and at the same time, enhances the overall visual quality of segmentation results.

4. CONCLUSION

In this study, a new variational selective region-based ACM for images with intensity inhomogeneity termed the SBSS model was introduced by integrating the idea of absorbing markov chain-based saliency image map detection and local image intensities. The respective euler-lagrange equation was provided to achieve the optimality of the image segmentation and was then solved in MATLAB. The performance of the proposed SBSS model with other existing models was evaluated based on segmentation accuracy and
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efficiency. The segmentation accuracy was measured by the average hausdorff distance, DSC and JSC values, while the time processing was recorded to evaluate the segmentation efficiency. The results showed that all models could segment the targeted objects visually. However, the SBSS model had the highest accuracy, especially when dealing with segmenting images with intensity inhomogeneity even though the SBSS model took the longest execution time. In the near future, the model will be used in formulating a variational ACM for vector-valued images with intensity inhomogeneity and weak boundary problems.
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