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ABSTRACT
Color name is one of the important features for computer vision. Many existing methods proposed to classify colors into a small number of color names. In this paper, we propose an alternative method with the goal to improve the accuracy for assigning a color name to an object in the given image. We here use the least-squares probabilistic classifiers (LSPC) with the local scaling parameters for solving this task. The benefit of the LSPC is that its solution can be computed analytically so that the obtained solution is global optimum, while the local scaling parameters play an important role to deal with the data including clusters with different local statistics as appeared in the real-world data. To deal with this task, the LSPC is learned to assign a color name to each pixel with the highest of the class-posterior density distribution. Then, the estimations of the class-posterior density distributions are utilized to compute the scores for predicting a color name to the given object. Lastly, the color name with the highest score is chosen as a predicted color name for that object. The experimental results on the eBay data set show the improvements over previously proposed methods.

1. INTRODUCTION
Color name is one of the most important attributes used to describe images in computer vision application like image retrieval [1]-[3] object recognition [4], [5], and object tracking [6]-[8]. More specifically, for example, Schauerte and Fink [9] required color term model in human-robot interaction system for communicating a color of the intended object such as “red book”, “yellow cup”. Schauerte et al. [10] used the color attribute to help blind finding things by using a small camera to detect the desired object; the color names are utilized in this context. The user is then guided toward the location of the target object. Heer and Stone [11] introduced using the color name model to simplify the user interface of image editors (e.g., Adobe Photoshop and Illustrator) resulting in, for example, the user can select image pixels using color names. Weijer and Schmid [12] used the color name model in the automatic image annotation system, which will be useful for image retrieval systems. Therefore, given an image, our goal here is to provide an algorithm that automatically assigns a color name to an object in the image in the same way as a human describes it. This is a challenging task in computer vision because there is a limitation of color names available.

Many existing methods in the literature review reduced the millions of colors into 11 English basic color names: pink, purple, red, orange, yellow, green, blue, blown, white, gray, and black [9], [13]-[19]. To deal
with this problem, they collected images from the internet for training data, and most of them learned the color names based on statistical models. For instance, Weijer et al. [14], [15] proposed learning color names from the Google images. They used probabilistic latent semantic analysis (PLSA) model [13] to discover colors in a bag of pixel representation, where every pixel was represented by its lab value which was divided into $10 \times 20 \times 20$ bins. An image is then represented by a histogram indicating how many pixels are assigned to each bin. Similarly, Schauerte and Fink [9] proposed to learn color names on images acquired from the internet. Instead of using the PLSA model with the histogram of Lab, they applied a probabilistic hue, saturation, lightness (HSL) model, where the HSL color is divided into $32 \times 8 \times 8$ histogram bins. The process to remove outliers in the training data set was included. They reported the performance compared with the method proposed by [14], [15], showing that the results were comparable. However, the number of histogram bins used in their method is lower than that of proposed in [14], [15]. Schauerte and Stiefelhagen [20] proposed to use the supervised latent Dirichlet allocation (SLDA) [21] to train the color name model. They used Lab color space with $32 \times 32 \times 32$ histogram bins. They preprocessing the training data by applying Kullback-Leibler divergence ratios to remove outliers from the training data set. However, the classification results on the eBay data set indicate that the performance of their proposed method is not drastically different compared to the color name models proposed by [9], [14], [15].

The key problem of the above mentioned methods is that the solution of their statistical model is local optimum. Moreover, it is necessary to estimate other densities to obtain the final class-posterior probability. Therefore, the estimation of the class-posterior probability may not be reliable. In this paper, we propose an alternative method to color naming by exploring the probabilistic classifier with the global solution. We also focus on reducing the color space to the 11 basic color names, where our purpose is to learn the color classifiers for image pixels to end up with a color name for an object in such a way that the performance of the proposed method is closer to human performance. We also use images collected from the internet to train our model; however, the representation of colors is not histogram, we study based on raw pixel intensities, and the statistical classifier called the least-squares probabilistic classifiers (LSPC) is applied to learn the model from the densities of pixels of each color term. The contribution of this paper is a novel approach for assigning a color name to an object in the image. We use the LSPC which allows us to obtain a global solution analytically, in order to estimate the class-posterior probability for predicting color names to the pixels of the object. As the training data contains clusters with different distributions, we adopt the local scaling parameters instead of using a single parameter for computing the Gaussian width. We then utilize the class labels with their confidences (i.e., the class-posterior probabilities) for assigning a color name to the given object. We compare the proposed method with the counterpart methods resulting in that the proposed method outperforms the competitive methods. Lastly, we discuss the quality and the limitations of the LSPC to this work.

The rest of this paper is organized as follows. We briefly overview the related works in section 2. In section 3, we explain our proposed color naming method. The experimental results and discussion are presented in section 4. Finally, the conclusion is provided in section 5.

## 2. RELATED WORKS

In this section, we first review the problem of probabilistic classification. Next, its solution via least-squares method called least-squares probabilistic classifier [22] is explained. Finally, we describe the local scaling parameters [23] for Gaussian widths.

### 2.1. Probabilistic classification

Let us suppose that we are given a training set of $n$ paired samples of input $x \in \mathbb{R}^d$ and its corresponding label $y \in \{1, \ldots, c\}$:

$$\{(x_i, y_i)\}_{i=1}^n,$$

drawn independently from a joint probability distribution with density $p(x, y)$, where $d$ denotes the dimensionality of input $x$, and $c$ denotes the number of classes. The goal of the probabilistic classification is to approximate the class-posterior probability $p(y|x)$ from the samples $\{(x_i, y_i)\}_{i=1}^n$ in order to classify a test sample $x$ to the class $\hat{y}$ by:

$$\hat{y} := \arg\max_{y \in \{1, \ldots, c\}} p(y|x),$$
2.2. Least-squares probabilistic classifiers

The class-posterior probability \( p(y|x) \) can be expressed as:

\[
p(y|x) = \frac{p(x, y)}{p(x)},
\]

where \( p(x, y) \) is the joint probability density of \( x \) and \( y \), and \( p(x) \) is the marginal density of \( x \), where \( p(x) \) is assumed to be nonnegative for all \( x \). LSPC models the class-posterior probability \( p(y|x) \) for class \( y \) by:

\[
q(y|x; \theta_y) := \sum_{\ell=1}^{b} \theta_{y,\ell} \psi_y(\ell(x)) = \theta_y^\top \psi_y(x),
\]

where \( \psi(x) = (k(x, x_{y,1}), \ldots, k(x, x_{y,b})) \)

is the basic function, where:

\[
k(x, x') = \exp\left(-\frac{\|x - x\|^2}{2\sigma^2}\right)
\]

is the Gaussian kernel with width \( \sigma \). Then, the model \( q(y|x; \theta_y) \) is fit with the true class-posterior probability \( p(y|x) \) by least-squares as:

\[
J_y(\theta_y) := \frac{1}{2} \int (q(y|x; \theta_y) - p(y|x))^2 p(x) dx.
\]

An empirical and regularized solution of LSPC is given by:

\[
\hat{\theta}_y := \arg\min_{\theta_y \in \mathbb{R}^b} \left[ \frac{1}{2} \theta_y^\top \tilde{H}_y \theta_y - \tilde{h}_y^\top \theta_y + \lambda \theta_y^\top \theta_y \right]
\]

where \( \lambda \geq 0 \) is the regularization parameter, \( \tilde{H}_y \) and \( \tilde{h}_y \) are defined as:

\[
\tilde{H}_y := \frac{1}{n} \sum_{i=1}^{n} \psi(x_i) \psi(x_i)^\top, \quad \tilde{h}_y := \frac{1}{n} \sum_{j:y_j=y} \psi(x_j).
\]

therefore, the parameters \( \hat{\theta}_y \) can be computed analytically, where the solution can be obtained as:

\[
\hat{\theta}_y = (\tilde{H}_y + \lambda I_b)^{-1} \tilde{h}_y.
\]

finally, given a test input point \( x \), the normalized estimator of the class-posterior probability for class \( y \) is given by:

\[
\hat{p}(y|x) = \frac{\max(0, q(y|x; \hat{\theta}_y))}{\sum_{y'=1}^{c} \max(0, q(y'|x; \hat{\theta}_{y'}))}
\]

the main advantage of LSPC is that it can obtain the globally optimal solution just by solving a system of linear equations, so that the computational time is efficient. For more details of LSPC please refer to [22], [24]. A MATLAB implementation of LSPC is available from [25].
2.3. Local scaling parameters

The results of the learned parameters, $\hat{\theta}_y$, depend on the choices of Gaussian width $\sigma$ included in the basis function (i.e., eq. (1)), and we found that, as we randomly selected the pixels for training data, the distributions of training pixel values of each color class are different as illustrated in Figure 1, where Figure 1(a), Figure 1(b), and Figure 1(c) show the distribution of our training data points in RGB, HSV, and Lab color spaces, respectively. To overcome this problem, instead of choosing a single parameter $\sigma$, we apply the local scaling parameters introduced by [23] to compute the parameter $\sigma_x$ for a pixel value $x$. Thus, the basis function can be expressed as:

$$k(x, x') = \exp\left(-\frac{||x - x'||^2}{2\sigma_x \sigma_{x'}}\right)$$

where $\sigma_x$ and $\sigma_{x'}$ are local scaling parameters for $x$ and $x'$ respectively, and they are defined as:

$$\sigma_x = ||x - x^{(k)}|| \quad \text{and} \quad \sigma_{x'} = ||x' - x'^{(k)}||$$

$x^{(k)}$ is the $k^{th}$ nearest neighbor sample of $x$, and $x'^{(k)}$ is the $k^{th}$ nearest neighbor sample of $x'$, where the number of the nearest neighbor sample $k$ can be chosen by cross validation. We found through the experiments that the estimation of the class-posterior probability $p(y|x)$ by LSPC becomes more reliable.

![Figure 1. Training data points in different color spaces (a) RGB, (b) HSV, and (c) Lab](image)

3. THE PROPOSED COLOR NAMING METHOD

In this section, we explain our proposed method to assign a color name to an object in the given image. There are two main steps. We firstly use the LSPC with the local scaling parameters to build the classification model for assigning a color name to each pixel of the object. Then, the class-posterior probabilities are used to compute the score to assign a color name to the object. The details are as follows.

3.1. Assigning a color name to each pixel

Given an image, the goal of this step is to label a color name to each pixel corresponding to the object region. To learn a color name model from probabilistic view, let the samples $\{x_i \in \mathbb{R}^d\}_{i=1}^n$ are the pixel intensity values in any color space like red, green, blue (RGB), HSV, and Lab; however, through our experiments we found that Lab color space is the best choice for the LSPC, and the labels $\{y_i\}_{i=1}^n \in \{1, \ldots, c\}$ are the corresponding classes which refer to their color terms. In this work, the number of color terms, $c$, is 11, including pink, purple, red, orange, yellow, green, blue, blown, white, gray, and black. By using the LSPC, the class-posterior probability $p(y|x)$ is learned as described in section 2. To choose the Gaussian width parameter, $\sigma$, we found through the experiments that the use of a single parameter $\sigma$ is not suitable. Instead, we adopt the local scaling parameters to compute $\sigma_x$ for a data point $x$ so that the estimation of the class-posterior probability $p(y|x)$ becomes more reliable, where the number of nearest neighbors $k$ in (2) can be chosen by cross validation. Keep in mind that the candidate set of $k$ is dependent on the size of training data. In order to set this candidate set of $k$, the common way is that the chosen parameter by cross validation should not be in the left most or the right most; otherwise, we have to change this candidate set. Finally, the class label $y_i^{(x)}$ for
a test pixel $x^{(te)}$ is the class $y$ that gives the highest $\hat{p}(y|x^{(te)})$:

$$y^{(te)} = \arg\max_{y \in \{1, \ldots, c\}} \hat{p}(y|x^{(te)}).$$

at the end of this step, the color names with their confidence $\hat{p}(y|x^{(te)})$ for each pixel of the object are obtained as our example results shown in Figure 2. Figure 2(a) shows the input images and Figure 2(b) shows the results of labeling color names to the pixels of the object.

![Figure 2](image)

3.2. Color naming to an object

Next, we assign a color name to an object in the image. To do so, we consider the class-posterior probabilities $\hat{p}(y|x^{(te)})$ corresponding to predicted class $y$ by computing the score for each color class $y$ as:

$$score_y = \frac{1}{n} \sum_{i=1}^{n_y} \hat{p}(y|x_i^{(te)})$$

where $n_y$ denotes the number of pixels that are predicted as class $y$, and $n$ denotes the number of total pixels of the object so that $\sum_{y=1}^{c} n_y = n$. Then, the color name of the object is the class $y$ that yields the highest $score_y$. For example, in Figure 2, the colors of a car, a dress, a glass, and a shoe are assigned to pink, purple, orange, and green, respectively. Notice that the majority vote can be used to assign a color name to an object. However, we here used the summation of confident scores 3 to deal with the problem of ambiguous result as an example shown in Figure 3 where the ground truth color of a car is pink. The input image is shown in Figure 3(a), while the results of labeling color names to the pixels are shown in Figure 3(b). In this example, if we used the majority vote, the result of predicting color name is purple. However, if we used (3), the result is pink. Moreover, we found through our experiment that the confident scores 3 help improve overall performance.

![Figure 3](image)
3.3. Training data set

Training data is important and it can help to improve the accuracy of prediction. In this work, we are interested in the use of raw pixel intensities as training data, where our purpose is to have the pixel values representing the space of color terms to cover the entire color space as possible. However, it is not easy in practice because it lacks of ground truth available. In order to archive the training data set, many works [9], [14], [15] used the images obtained from the internet. Thus, inspired by these works, we extracted the pixel values of the images to represent samples of each color term, where the images are from the internet. In particular, we mainly extracted the pixel intensities and their corresponding labels from the 512-Google data set. This data set was provided by [9]; it consists of 512 images for each of the 11 basic color terms, and all images have their masks that indicate the sample pixels of each color term as examples shown in Figure 4. However, as shown in Figure 4, the masked pixels may not always be correct so that the obtained training data will have noise. Thus, we need to be careful to collect the image pixel values of the 11 basic color terms.

In this paper, we started collecting the training data points by uniformly sampling integer values from 0 to 255 for each channel of RGB for obtaining 200 pixel intensity values. We then asked 10 users to assign a color term of eleven basic color terms to these 200 data points without guiding any information to the users. Thus, they assigned a color name to each color pixel based on their experiences. After that we selected a color name for each pixel value by using the majority voting. These 200 pixel values and their obtained labels were used as training data for the color naming algorithm presented in [26], in order to assign color names to masked pixels of 512 images data set. Next, the obtained color labels by the color term model in [26] were compared with the corresponding ground truth color labels in order to keep only the pixels that the ground truth label and the label obtained from the algorithm in [26] are the same. We randomly selected at most 10 unique pixel intensities of each image. However, we rechecked the labels by human again and removed some pixels with ambiguous color. Moreover, in the same way, we also extracted the pixel intensities from the last two images of each category of each color term on the eBay data set. As reported in [14], adding the eBay images to the training data helps improve the overall performance. Finally, we remove outliers from each class. Our obtained training pixel values with their corresponding labels, where the number of overall pixels is 11,128, are illustrated in Figure 1, showing the distribution of data points in RGB, HSV, and Lab color spaces in Figure 1(a), Figure 1(b), and Figure 1(c), respectively. Notice that only the first 100 images from each color term on the 512-Google images data set were used to collect our training data points.

4. EXPERIMENTS

4.1. Set up

We used the eBay data set, which is available on the internet and was used in [9], [14], [15], [20], to evaluate the classification accuracy of our color term model. This data set consists of 4 categories: cars, glasses, shoes, and dresses with 12 images for each of the 11 basic color terms; we used the first 10 images for evaluation and the last 2 images added to the training data set. Therefore, there are 110 images for each category and overall 440 images for evaluation. Images in this data set are all collected from the eBay website and hand-segmented into foreground and background [14]. Thus, each image has its mask representing the region of the object as the same as the training data set, and we only consider the foreground object in our experiments. Moreover, the object in the image has only one color as examples shown in Figure 5.
We compared our proposed method with the methods proposed by [9], [15], [20], because they used the eBay data set for evaluation and their results are publicly available. They also used the first 10 images of each category and considered only the foreground object for the accuracy evaluation. In addition, we performed experiments on basic supervised machine learning algorithms with Lab color space, namely support vector machine (SVM) with rbf kernel, $k$-NN, and Naive bay. For our method, the parameter $k = 29$ and the regularization parameter $\lambda = 0.01$ were selected by cross-validation, where the candidate set of $k$ is $\{21, 22, ..., 30\}$, the candidate set of the regularization parameter $\lambda$ is logspace $(-2, 0, 9)$, and the number of parameters $b$ be equal to the number of training pixels $n$. For $k$-NN, we set $k = 3, 5, and 7$, where $k = 7$ yielded the best result. We then reported the results of $k$-NN with $k = 7$. To compare the quality of different methods, we used the accuracy as criteria, and it computes as:

$$\text{accuracy} = \frac{n_{\text{correct}}}{n_{\text{test}}},$$

where $n_{\text{correct}}$ denotes the number of correct labels to the objects, and $n_{\text{test}}$ denotes the number of testing images for each category.

### 4.2. Results

First of all, we show you the accuracies of the proposed method with using different color spaces; include Lab, RGB, and HSV. The experimental results on the eBay data set are shown in Table 1 showing that Lab color space outperforms RBG and HSV color spaces. This indicates that Lab color space is the suitable choice for using the LSPC to assign a color name to an object in the given image. The reason is that the LSPC is based on density estimation, and it works well in which the size of training samples is large; in other words, the sample data should be dense such that the densities will be estimated more correctly. As demonstrated in Figure 1, the conversion of RGB space to Lab space will make the data points in the same class closer to each other. Consequently, the LSPC performs better. In contrast, the LSPC performs worst on the HSV color space because the data points in the same color term have more separation than that of Lab and RGB, especially, the colors “gray”, “black”, “white”, and “red”. This sums up that the Lab color space is the best choice for the LSPC in order to assign a color name to an image pixel. Next, we demonstrate the performance of using the local scaling parameters for the LSPC as the results show in Table 2. The input of this result is Lab color space, and a single parameter $\sigma$ was obtained from cross validation. It can be found that the local scaling parameters help improve the performance of the LSPC.

### Table 1. The averages of accuracies in percentages obtained from the proposed method comparing among the different color spaces

<table>
<thead>
<tr>
<th>Color spaces</th>
<th>Cars</th>
<th>Dresses</th>
<th>Glasses</th>
<th>Shoes</th>
<th>Averages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lab</td>
<td>73.64</td>
<td>93.64</td>
<td>85.45</td>
<td>90.00</td>
<td>85.68</td>
</tr>
<tr>
<td>RGB</td>
<td>67.27</td>
<td>90.90</td>
<td>80.91</td>
<td>90.00</td>
<td>82.27</td>
</tr>
<tr>
<td>HSV</td>
<td>70.91</td>
<td>71.82</td>
<td>64.55</td>
<td>76.36</td>
<td>70.91</td>
</tr>
</tbody>
</table>

### Table 2. The averages of accuracies in percentages obtained from the proposed method comparing between using a single parameter $\sigma$ and the local scaling parameters $\sigma$ in Lab color space

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Cars</th>
<th>Dresses</th>
<th>Glasses</th>
<th>Shoes</th>
<th>Averages</th>
</tr>
</thead>
<tbody>
<tr>
<td>The local scaling parameters $\sigma$</td>
<td>73.64</td>
<td>93.64</td>
<td>85.45</td>
<td>90.00</td>
<td>85.68</td>
</tr>
<tr>
<td>A single parameter $\sigma$</td>
<td>67.27</td>
<td>84.55</td>
<td>82.73</td>
<td>86.36</td>
<td>80.23</td>
</tr>
</tbody>
</table>

---

Lastly, the averages of accuracies of each category and overall averages obtained from each method are shown in Table 3. The last two rows indicate the human accuracy from [9], [17]. The results show that our method outperforms others in categories of dresses and glasses, and be comparable to [9], [20] in category cars. Overall, we obtained the highest average of accuracies over four categories. The example of images that were incorrectly predicted are shown in Figure 6, where Figure 6(a) shows the input images with ground truth color name and Figure 6(b) shows the incorrectly results obtained from our method.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Cars</th>
<th>Dresses</th>
<th>Glasses</th>
<th>Shoes</th>
<th>Averages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>73.64</td>
<td>93.64</td>
<td>85.45</td>
<td>90.00</td>
<td>85.68</td>
</tr>
<tr>
<td>SLDA [20]</td>
<td>73.63</td>
<td>90.00</td>
<td>80.90</td>
<td>91.82</td>
<td>84.09</td>
</tr>
<tr>
<td>PLSA-bg [15]</td>
<td>71.82</td>
<td>86.36</td>
<td>83.64</td>
<td>92.73</td>
<td>83.64</td>
</tr>
<tr>
<td>$X^2$-rank [9]</td>
<td>73.63</td>
<td>88.18</td>
<td>79.01</td>
<td>92.73</td>
<td>83.41</td>
</tr>
<tr>
<td>SVM</td>
<td>73.64</td>
<td>90.00</td>
<td>80.91</td>
<td>72.73</td>
<td>79.32</td>
</tr>
<tr>
<td>7-NN</td>
<td>72.27</td>
<td>86.36</td>
<td>83.64</td>
<td>84.55</td>
<td>81.81</td>
</tr>
<tr>
<td>Naive bay</td>
<td>72.27</td>
<td>82.73</td>
<td>73.36</td>
<td>84.55</td>
<td>79.09</td>
</tr>
<tr>
<td>Human [9]</td>
<td>92.73</td>
<td>91.99</td>
<td>87.82</td>
<td>90.18</td>
<td>90.68</td>
</tr>
<tr>
<td>Human [17]</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>88.89</td>
</tr>
</tbody>
</table>

Figure 6. Example of incorrectly labeled color names to the masked pixels obtained from our method (a) input images with a ground truth color name and (b) predicted color names to the masked pixels

4.3. Discussion

Here, we discuss more about the factors that affect the performance of the LSPC to this work. First, the number of training samples (i.e., training pixels) should be cover the entire space of the selected color space (e.g., the size of training data is large) due to the accuracy may be higher; however, the computational time for learning color name model is also more complicated. Second, in this work, the number of parameters, $b$, was set to be equal to the size of training pixels, $n$; however, if the number of $n$ is large, the computational time will be more complex. To address this problem, the number of $b$ should be reduced. Notice that the smaller number of $b$ yields the faster computational time and may affect the performance of the LSPC. Third, in order to speed up the computational time for testing step, we can reduce the number of testing pixels of an image by resizing the image (e.g., using imresize() in MATLAB). In this work, we downsized the image by a factor of 5, and we found that the performance was not lost; in contrast, the computational time is much less than the use of the original size of the image. The main limitation of the proposed method is the same as other probabilistic view methods; it depends on the estimation of the class posterior probability. For the LSPC, the estimation of the class posterior probability depends on the training data set, which is now not covering the entire color space. So, in the future, we plan to find out the method for collecting the training data set.
5. CONCLUSION

In this paper, we propose an alternative method to automatically assign a color name chosen from 11 basis color names to an object in the given image. Unlike the counterpart existing approaches that assigned the color names to image pixels by maximizing the likelihood function, we here directly estimate the posterior probability distribution \( p(y|x) \) of color labels given a test pixel value. This leads to be more reliable as we solve the classification problem directly and never solve a general problem such as \( p(x|y) \) as an intermediate step. Our proposed method first applies the least-squares probabilistic classifiers (LSPC) to assign color names to image pixels. Because the distributions of training data points are different, we utilize the local scaling parameters to compute the Gaussian width included in the basis function for each data point. Next, the score used to decide a color name to the target object is presented. We did several experiments to analyze our proposed method. We found that the Lab color space is the best input vector for the LSPC to solve this task, as well as the local scaling parameters are more useful than using the single Gaussian width. Lastly, we show that the proposed method improves the overall performance over the counterpart methods.
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