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ABSTRACT

It is shown that algebraic fields and rings can become a very promising tool for digital signal processing. This is mainly due to the fact that any digital signals change in a finite range of amplitudes and, therefore, there are only a finite set of levels that can correspond to the amplitudes of a signal reduced to a discrete form. This allows you to establish a one-to-one correspondence between the set of levels and such algebraic structures as fields, rings, etc. This means that a function that takes values in any of the algebraic structures containing a finite set of elements can serve as a model of a signal reduced to a discrete form. A special case of such a signal model are functions that take values in Galois fields. It is shown that, along with Galois fields, in certain cases, algebraic rings contain zero divisors can be used to construct signal models. This representation is convenient because in this case it becomes possible to independently operate with the digits of the number that enumerates the signal levels. A simple and intuitive method for constructing rings is proposed, based on an analogy with the method of algebraic extensions.
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1. INTRODUCTION

In various branches of information theory, in particular, in the theory of coding and decoding, as well as for the purposes of pattern recognition, Galois fields are widely used, both binary [1], [2] and non-binary [3]-[5], and one of their main areas of application is coding theory [6], [7], including the creation of error correction codes [8], [9], and the development of pattern recognition methods [10].

Galois fields are finite commutative algebraic skew fields, i.e., sets that are closed under the operations of addition, multiplication, subtraction, and division (with the exception of division by zero). Any of these operations, applied to two elements of the Galois field, also gives an element of this field, despite the fact that the total number of elements is finite, which, as shown in [11], creates quite definite advantages for digital signal processing that varies in a finite range amplitude. The simplest examples of Galois fields are the result of a homomorphic mapping of the ring of integers onto the ring of residue classes modulo some prime number.

Researchers in [12]-[14] it was shown that there is a very close relationship between the theory of error-correcting coding and the theory of neural networks, which are also often used for digital signal processing [15], [16]. This creates quite definite prospects for the practical use of multivalued logics, which are actively being developed at the present time [17], [18]. They, in particular, are associated with the use of
multivalued logics in electronics [19], [20], as well as with the creation of neural networks, the state of the outputs of the elements of which corresponds to the variables of non-binary logic. The operations carried out by such networks can be described in terms of non-binary Galois fields, since for many multivalued logics it is possible to establish a one-to-one correspondence [21], [22] between the values of a logical variable and the elements of the Galois field, which, by definition, contains a finite number of elements.

The advantages of using non-binary Galois fields for digital signal processing are especially clearly demonstrated by the results of [11], [23]. It was shown that the spectra of digital signals taking values in a finite range of amplitudes can be conveniently constructed by assigning to each signal level a certain element of the field. In particular, in [11], an example was considered when the number of such levels is 17. It is important that the spectra of signals obtained in terms of functions taking values in Galois fields, in contrast to the spectra obtained, for example, based on the Walsh basis [24] and its modifications [25], [26], fit into the same range of amplitudes as original signal. Moreover, as follows from [23], using spectra of this type, a complete “digital” analog of the convolution theorem can be formulated and proved. It is appropriate to emphasize that the classical (“analogue”) convolution theorem [27] is, in turn, the basis of such concepts as the amplitude-frequency characteristic, which are widely used in radio engineering.

Thus, it can be argued that at present there is already a clearly traced tendency expressing in the close integration of such an area of information theory as digital signal processing (including the development of methods for error-correcting coding) and neural networks, and the use of such algebraic structures as Galois fields plays an important role here. As is known, a more general algebraic structure are algebraic rings, which now are also actively used in coding theory [28], [29] too. Otherwise, Galois fields (finite commutative bodies) can be considered as specific algebraic rings, obeying additional axioms and contain only a finite number of elements. From the point of view of the theory of algebras, algebraic structures, on which more and more weakened requirements are imposed, are applied in the theory of coding. In particular, there are works in the literature that describe the use of non-associative algebraic structures in coding theory [30]. We emphasize that, unlike algebraic fields, algebraic rings have zero divisors, which, as will be clear from what follows, can also be used for digital signal processing.

We emphasize that from the point of view of using multivalued logics for digital signal processing (especially taking into account the results of [12]-[14], where it was shown that there is a deep connection between the nature of the functioning of neural networks and algorithms for error-correcting coding), the weakening of the axioms imposed on the used algebraic structures is of undoubted interest. Namely, if the variables of multivalued logic are assigned to the elements of the Galois field, then this obviously imposes very strict restrictions on the structure of logic. In particular, any operation on logical variables in this case can be represented through a function of variables taking values in the Galois field, and this function itself also takes values in this field. From the point of view of the development of artificial intelligence systems, gradually approaching human intelligence [31], [32], such a limitation is indeed very strict [33].

Namely, one can say that human thinking uses, are not always compatible with each other. The simplest mapping of incompatibility of logical operations can obviously be realized using algebraic structures containing zero divisors. As shown in this paper, usage of algebraic structures containing zero divisors may significantly expand the capabilities of the new method for digital signal processing, previously proposed in [11], [23]. Specifically, this paper considers a simple and intuitive way to construct algebraic rings with zero divisors, which significantly expands the capabilities of the digital signal processing method proposed earlier in [11], [23].

Specifically, in the present paper, on the basis of the proposed method for constructing algebraic rings, another kind of generalized Rademacher functions is constructed. Note that the Rademacher functions are the basis for constructing the Walsh basis, which, as noted above, is widely used in applications [25], [26]. The need to pass from the Rademacher functions to the Walsh functions is due to the fact that the Rademacher functions, in contrast to the Walsh functions, do not form a complete basis suitable for the use of spectral methods. However, the Walsh functions, although they form a complete basis, nevertheless, they cannot be considered as a direct “digital” analogue of the harmonic functions. In particular, they do not have the corresponding symmetry properties with respect to the shift operation of the current discrete variable [23]. The generalized Rademacher functions proposed in [11], on the contrary, can be considered as a complete “digital” analogue of harmonic functions, which allows us to formulate and prove a “digital” analogue of the classical convolution theorem [23].

The generalized Rademacher functions proposed in [11] have a certain disadvantage. Namely, the number of cycles on which they form a complete basis must be exactly equal to the number of nonzero elements in the used Galois field, which imposes certain restrictions on the use of such functions in applications. The transition to the use of generalized Rademacher functions that take values in algebraic extensions of simple Galois fields makes it possible to significantly weaken restrictions of this kind. The same problem is also solved by using algebraic rings, whose extensions are constructed according to a specific method proposed in this
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paper. Note that the method of algebraic extensions in classical algebra is applied to fields. Its use for extending rings in order to construct orthogonal bases of functions taking values in finite algebraic structures is proposed for the first time.

2. METHOD

The method of algebraic extensions is one of the main tools for constructing fields, including Galois fields. Simplifying somewhat, a formal root of an unsolvable equation is added to the set of elements of the original field. The most famous example is the transition from real numbers to complex ones, when an imaginary unit is introduced into consideration, which is the root of an irreducible (undecidable in real numbers) (1):

\[ x^2 + 1 = 0 \]

and the complex numbers are written as the sum as (2):

\[ c = a + ib \]

where \( i \) - is the root of the irreducible (1).

In a similar way, one can construct extensions of Galois fields, which, as shown in [11], [23], allow one to construct analogs of Rademacher functions, which are direct analogs of harmonic functions. The restriction is that the number of clock cycles on which the complete basis formed from analogues of the Rademacher functions proposed in [11], [23] should be exactly equal to the number of nonzero elements of the used Galois field. Consequently, the transition to fields containing a greater number of elements is also of practical interest.

Let us show how exactly one can construct analogs of the Rademacher functions proposed in [11], [23], but containing a greater number of elements using the concrete example-Galois field \( GF(5) \). All Galois fields \( GF(5) \) are isomorphic. For convenience, we will use a field containing elements \((-2, -1, 0, 1, 2)\). Addition and multiplication (Tables 1 and 2) are defined according to rules similar to those used in [34].

<table>
<thead>
<tr>
<th>+</th>
<th>-2</th>
<th>-1</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>-1</td>
<td>2</td>
<td>-2</td>
<td>1</td>
</tr>
<tr>
<td>-1</td>
<td>2</td>
<td>1</td>
<td>-1</td>
<td>-2</td>
</tr>
<tr>
<td>1</td>
<td>-2</td>
<td>-1</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-2</td>
<td>2</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 1. Multiplication table for elements of the Galois field \( GF(5) \) in the representation \( GF(5) = \{-2, -1, 0, 1, 2\} \)

<table>
<thead>
<tr>
<th>+</th>
<th>-2</th>
<th>-1</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>-2</td>
<td>1</td>
<td>2</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>-1</td>
<td>2</td>
<td>-2</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>2</td>
<td>-2</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>-2</td>
<td>-1</td>
</tr>
</tbody>
</table>

Table 2. Addition table for elements of the Galois field \( GF(5) \) in the representation \( GF(5) = \{-2, -1, 0, 1, 2\} \)

From the point of view of digital signal processing, the addition rules (Table 2) have the following meaning. Figure 1 shows two groups of 5 levels each. The arrows show examples when the element "1" and the element "2" are added to the element of the Galois field \( GF(5) \) corresponding to a certain level. It can be seen that the result of these operations leads to the transition to the next group of levels, i.e., the rules presented in Table 2 have a clear meaning: they correspond to mod5 addition operations for the case when negative numbers are used.

The transition from the field \( GF(5) \)to the field \( GF(5^2) \), which contains 25 elements, allows one to display two-digit numbers in the number system with base 5. Fields can be constructed by the method of algebraic extensions. Let us apply it for the specific case of the field \( GF(5) \).
In the considered Galois field, the (1) has a solution, more precisely, two solutions. These are the elements «2» and «2», which directly follows from Table 1. Therefore, it is not permissible to use it when using the method of algebraic extensions in the classical form. Therefore, we will use the (3):

\[ x^2 + 2 = 0 \]  \hspace{1cm} (3)

which in the considered field \(GF(5)\) has no solutions.

Let us introduce into consideration the root of (3), which may be interpreted as a logical imaginary unit. Then the algebraic extension of the field \(GF(5)\) (in this case, the field \(GF(5^2)\)) will contain exactly 25 elements representable in the form (2), and in this formula \(a\) and \(b\) should be understood as elements of the original field \(GF(5)\), and under \(i\) is the root of (3). In accordance with the methodology proposed in [11], [23], the set of generalized Rademacher functions forming a complete basis on a set of 24 clock cycles can be constructed based on the fact that for any element \(\zeta\) of an arbitrary Galois field containing \(n + 1\) elements,

\[ \zeta^n = 1 \]  \hspace{1cm} (4)

let us form next sequences:

\[ w_1 = (1, \theta, \theta^2, \theta^3, \ldots, \theta^{22}) \]
\[ w_2 = (1, \theta^2, \theta^4, \theta^5, \ldots, \theta^{24}) \]
\[ w_{23} = (1, \theta^{23}, \theta^{25}, \theta^{27}, \ldots, \theta^{46}) \]  \hspace{1cm} (5)

where \(\theta = 1 - i\), as follows from (5), there are exactly 23 such sequences, more generally, \(n - 1\). Complementing set of these sequences with the sequence:

\[ w_0 = (1,1,1,1,\ldots,1), \]  \hspace{1cm} (6)

consisting only of ones, we obtain a set of 24 sequences, each element of which contains, generally speaking, the real and imaginary parts in the above sense.

The number of sequences in the constructed set is equal to \(n\)-the number of nonzero elements of the considered Galois field (in the case under consideration \(n = 24\)). We emphasize that, by virtue of (4), all degrees appearing in (5), de facto, do not exceed 23. Otherwise, the products of integers (degrees) included in them are calculated \(mod24\). This also implies that for each sequence \(w_k\) from the constructed set, one can specify the conjugate sequence \(w_k\) from the same set:

\[ (w_k, w_k) = (1,1,1,1,\ldots,1), \]  \hspace{1cm} (7)

where \((a, b)\)-direct product of two sequences \(a\) and \(b\):

\[ (a, b) = (a_1 b_1, a_2 b_2, \ldots, a_n b_n), \]  \hspace{1cm} (8)

specifically, the value of \(\bar{k}\) is determined from the condition as shown in (9).

\[ k \equiv \bar{k}(mod24) \]  \hspace{1cm} (9)

The number \(\bar{k}\) is uniquely determined by \(k\). Indeed, in the Galois field, each nonzero element has an inverse element, moreover, a unique one. Accordingly, the second element of the sequence \(w_k\) is the inverse element to the second element of the sequence \(w_k\), which is uniquely determined; the same is true for the other
elements by the construction of these sequences. Further, in an arbitrary Galois field, there is a general theorem for the sum of powers, used, among other things, in [11], [23]:

\[ 1 + \zeta + \zeta^2 + \cdots + \zeta^{n-1} = \begin{cases} \text{"n"}, & \zeta = 1 \\ 0, & \zeta \neq 1 \end{cases} \]  \tag{10} \]

where \( n \) is the number of nonzero elements in the given Galois field.

We emphasize that in the formula (10) the number "\( n \)" appears only formally, since the summation should be performed precisely in the sense of addition in this particular field, and "\( n \)" is far from necessarily its element. The number "\( n \)" in the formula (10), accordingly, is no more than a symbol implying the summation of "\( n \)" ones. Consequently, in the considered Galois field,

\[ \sum_{j=0}^{j=23} w_{k}^{(j)} w_{k}^{(j)} = \begin{cases} \text{"23"}, & k = \bar{k} \\ 0, & k \neq \bar{k} \end{cases} \]  \tag{11} \]

in (11) can be interpreted as an orthogonality condition in the same sense as for harmonic functions: the function exp(ikt) is considered as conjugate with respect to the function exp(−ikt) and vice versa. In other words, in the interval containing 24 measures, the generated sequences really constitute a complete basis. Based on (11), acting by analogy with [11], [23], one can go directly to the spectral representation of the signal in the form:

\[ \vec{u} = \sum_{j=0}^{j=7} z_{j} \vec{w}_{j} \]  \tag{12} \]

where \( \vec{u} \) is a sequence of 24 elements of the Galois field \( GF(5^2) \), which can also be interpreted as a piecewise constant function taking values in this field with the number of values equal to 25. Of course, this representation is valid only for functions that take a value in the Galois field \( GF(5^2) \) and are given on an interval of 24 ticks, but it can be generalized to any other prime numbers and their powers. The amplitudes of the spectral components, which are also elements of the considered Galois field, are expressed in terms of the function \( \vec{u} \) as (13):

\[ z_{k} = (\vec{u}, \vec{w}_{k}) = \sum_{j=0}^{j=7} z_{j} (\vec{w}_{j}, \vec{w}_{k}) \]  \tag{13} \]

which follows directly from formula (11). Examples of generalized Rademacher functions corresponding to the field \( GF(5^2) \), are shown in Figure 2. The left column shows the real parts of the specified functions, the right-the imaginary.

Figure 2. Examples of real and imaginary parts of generalized Rademacher functions corresponding to the field \( GF(5^2) \)
It can be seen that there are examples of functions whose period is less than 24. This is due to the fact that the multiplicative group of the field under consideration has subgroups. We also emphasize that the sequences under consideration were constructed starting from the field element \( \theta = 1 - i \). Correctly it should be interpreted as a primitive root of one. Finding primitive roots for an arbitrary Galois field, generally speaking, is a non-trivial problem, but it makes no sense to solve it for the purposes pursued, since in formulas (5) all elements of the field are used as the second elements of the sequences, therefore it is easier to find the primitive root by the method of enumeration options by computing means.

Further, the Galois fields \( GF(5^n) \) correspond to the representation of numbers in the base 5 number system, just as the fields \( GF(2^n) \) correspond to their binary representation. Indeed, any integer can be represented in the form

\[
a \ldots bc \leftrightarrow a \cdot 5^n + \cdots + b \cdot 5^1 + c \cdot 5^0
\]

(14)

where the letter designations correspond to one of the elements of the field \( GF(5) \), more precisely its mapping to the set \((-2, -1, 0, 1, 2)\).

Such a number record can be matched with an element of the Galois field formed by the rule:

\[
a \ldots bc \leftrightarrow a + \cdots + b \cdot \theta^{n-2} + c \cdot \theta^{n-1}
\]

(15)

where \( \theta \) is a primitive element of the field \( GF(5^n) \), the degrees of which are generated by all elements of the given field. In particular, numbers in representation (14) containing two digits are represented by the elements of the Galois field \( GF(5^2) \), considered above.

\[
ab \leftrightarrow a + ib
\]

(16)

In this way, the use of the method of algebraic extensions makes it possible to construct generalized Rademacher functions for signals whose number of cycles is a power of a prime number. This essentially removes the restrictions that arise when simple Galois fields are used. In particular, since the power of a prime number can be chosen arbitrarily, the generalized Rademacher functions proposed earlier can be constructed for intervals that also contain a significant number of cycles.

Further, as emphasized in the introduction, in classical algebra the method of algebraic extensions is applied to algebraic fields. However, it is quite applicable to the construction of specific algebraic rings, which also solve the problem under consideration, i.e., the above restrictions on the number of cycles, more precisely, on the relationship of this number with the number of amplitude levels of the digital signals involved in the consideration, substantially violate.

3. RESULTS AND DISCUSSION

It was emphasized that (1) in the field \( GF(5) \) is solvable. Therefore, starting from it, it is impossible to use the method of classical algebraic extensions. Nevertheless, let us introduce a logical imaginary unit as an additional root of (1) in the field \( GF(5) \). More precisely, since in (1) is square, there will be two additional roots. Let us denote them \( \pm i \), interpreting \( i \) as a logical imaginary unit. Using representation (2) for the elements of the set that is formed after the addition of a logical imaginary unit, it is easy to show that for such a set all the axioms of the rings are satisfied, and at the same time, zero divisors appear in it. Indeed, consider two elements:

\[
e_1 = -2 + i, e_2 = -2 - i
\]

(17)

direct computation shows (18).

\[
e_1 \cdot e_2 = (-2 + i)(-2 - i) = 2 \cdot 2 + 1 = -1 + 1 = 0
\]

(18)

Moreover, it is also proved by direct calculations that the elements \( e_1 \) and \( e_2 \) are idempotent, and their sum is equal to one as (19) to (21).

\[
e_1 \cdot e_1 = (-2 + i)(-2 + i) = 2 \cdot 2 - 1 - i(2 \cdot 2) = -2 + i = e_1
\]

(19)

\[
e_2 \cdot e_2 = (-2 - i)(-2 - i) = 2 \cdot 2 - 1 + i(2 \cdot 2) = -2 - i = e_2
\]

(20)
\[ e_1 + e_2 = (-2 + i) + (-2 - i) = -2 \cdot 2 = 1 \] (21)

This result corresponds to one of the general theorems of the theory of algebraic ideals, according to which there is a variety of rings \( R \) (specifically, semisimple rings with the minimality condition) that decompose into a direct sum of ideals \( r_i \):

\[ R = r_1 + r_2 + \cdots + r_n \] (22)

each of these ideals is generated by idempotent elements \( e_i \):

\[ r_i = Re_i \] (23)

which mutually cancel each other:

\[ e_i e_j = 0, i \neq j; e_i e_i = e_i \] (24)

and their sum is equal to one of the rings \( R \) as (25).

\[ \sum_i e_i = 1 \] (25)

Any element of the set obtained by extending the field \( GF(5) \) by adding additional roots of the reducible (in this field) (1) can be represented in the form:

\[ a = b_1 + ib_2 \] (26)

it follows from relations (18)-(21) that the element \( a \) can also be represented in the form:

\[ a = a_1 e_1 + a_2 e_2 = -2(a_1 + a_2) + i(a_1 - a_2) \] (27)

and,

\[ a_1 = b_1 - 2b_2, a_2 = b_1 + 2b_2 \] (28)

let us show that the representation of the ring \( R \) in the form (22) can be used for digital signal processing. Indeed, along with the representation of signal levels through the elements of the Galois field [11], [23], one can use a signal model in which different elements of the \( R \) ring correspond to different discrete levels. This approach, in particular, makes it possible to naturally build a signal model, which will include the digits of the numerical representation in the form (15) or similar.

\[ U(t) = \sum_i u_i(t)e_i \] (29)

where \( U(t) \) —signal model, i.e., time function taking values in the ring \( R \), \( u_i(t) \) —are time functions taking values in the original field (for the example under consideration, this is the field \( GF(5) \)), \( e_i \) are idempotent elements of the ring \( R \).

The convenience of using the signal model (29) is, in particular, as follows. With such a representation of the signal, it is possible to operate not with the spectrum of the signal as a whole, but with its partial spectra, each of which belongs to a certain category (in a certain number system, the choice of which is uniquely determined by the chosen Galois field). Indeed, in this case, one can compose the following expressions for the partial components of the digital spectrum:

\[ \langle e_i f_k(t), U(t) \rangle = \langle f_k(t), u_i(t) \rangle e_i \] (30)

where \( (f_1(t), f_2(t)) \) denotes an operation that plays the same role as the scalar product of two functions in calculating the spectra, the functions describing which take real or complex values.

Specifically, in (30), one can use, for example, spectra calculated in Galois fields in accordance with the technique [20], [21]. The adequacy of the proposed approach to the use of models of signals through the elements of rings that decompose into sums of ideals can be additionally demonstrated using the matrix
representation of the elements of the rings used. Consider a particular case of the ring constructed above over the field $GF(5)$.

Let's compose the product of its two elements according to the usual rules for operating with complex numbers (recall that the additional root of the reduced equation is interpreted as a logical imaginary unit):

$$C = AB = (A_1 + iA_2)(B_1 + iB_2) = A_1B_1 - A_2B_2 + i(A_1B_2 + A_2B_1)$$

consequently,

$$C_1 = A_1B_1 - A_2B_2, C_2 = A_1B_2 + A_2B_1$$

based on (32), each element of $A$ can be associated with a matrix defined by the next formula as (33).

$$\begin{pmatrix} C_1 \\ C_2 \end{pmatrix} = \begin{pmatrix} A_1 \\ A_2 \\ A_1 \\ A_2 \end{pmatrix} \begin{pmatrix} B_1 \\ B_2 \end{pmatrix}$$

In particular, the following matrices correspond to the unit and logical imaginary unit:

$$1 \leftrightarrow \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix}, i \leftrightarrow \begin{pmatrix} 0 \\ 1 \\ 1 \end{pmatrix}$$

consequently, for idempotent elements of the ring, the representation in (35) and (36).

$$e_1 = -2 + i \leftrightarrow \bar{E}_1 = \begin{pmatrix} -2 \\ -2 \\ 1 \\ 1 \end{pmatrix}$$

$$e_2 = -2 - i \leftrightarrow \bar{E}_2 = \begin{pmatrix} -2 \\ -1 \\ 1 \\ 1 \end{pmatrix}$$

Is valid, where all elements of the matrices belong to $GF(5)$. It can be shown by direct calculation that matrices (35) and (36) annihilate each other:

$$\begin{pmatrix} -2 & -1 \\ 1 & -2 \end{pmatrix} \begin{pmatrix} -2 & 1 \\ -1 & -2 \end{pmatrix} = \begin{pmatrix} -2 \cdot (-2) - 1 \cdot (-1) & -2 \cdot 1 - 1 \cdot (-2) \\ -2 \cdot 1 - 1 \cdot (-2) & 1 \cdot (-2) - 1 \cdot (-2) \end{pmatrix} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix}$$

in the same way, it is proved that these matrices are idempotent.

$$\bar{E}_i \bar{E}_i = \bar{E}_i, i = 1,2$$

Consequently, in the ring of 2 by 2 matrices defined over the field $GF(5)$, one can single out a subset that is a finite ring decomposing into ideals generated by two mutually annihilating idempotent elements. All elements of this ring can be represented as (39).

$$\bar{A} = a_1 \begin{pmatrix} -2 & -1 \\ 1 & -2 \end{pmatrix} + a_2 \begin{pmatrix} -2 & 1 \\ -1 & -2 \end{pmatrix}, a_i \in GF(5)$$

This allows us to write the following expression for the model of a discrete signal that changes in the range of amplitudes corresponding to numbers in the number system (14) and has two digits.

$$\bar{u}(t) = u_1(t) \begin{pmatrix} -2 & -1 \\ 1 & -2 \end{pmatrix} + u_2(t) \begin{pmatrix} -2 & 1 \\ -1 & -2 \end{pmatrix}$$

In (41) can also be considered as a special case of the general representation of a digital signal through a function that takes values in a commutative ring that decomposes into ideals. A similar matrix representation also exists for the case when a function that is a signal model takes a value in the Galois field $GF(5^2)$. It should be emphasized that the number of elements corresponding to the used matrix representation differs from the number $5^4$, which is equal to the total number of 2x2 matrices over the field $GF(5)$. This is due to the fact that matrices are used precisely as a representation of specific elements of the ring, i.e., from their complete set, only those are selected that display the properties of the elements of the ring under consideration. More broadly, it can be argued that there is a fairly wide choice of signal models in which, instead of a function that takes values corresponding to a certain set of discrete levels, functions that take values corresponding to a certain set
of matrices are considered. Such a representation can also be interpreted as an operator representation of a signal, since it is always possible to establish a one-to-one correspondence between matrices and operators.

Signal models of this kind, first of all, can find application in systems where classical methods of digital signal processing are combined with processing based on neural networks [35], [36]. Neural networks currently used for this purpose de facto use binary logic, but this is not required. Moreover, as shown in [13], [14], there are quite definite prerequisites for switching to neural networks using multivalued logic. In the cited works, it was also shown that there is a very close relationship between algorithms that de facto use neural networks and algorithms for error-correcting coding.

From this point of view, the operator (matrix) representation of the form (40) is also of interest. Indeed, the classical methods of error-correcting coding [37] use the factor of redundant information. Instead of a sequence containing a certain number of characters, a sequence containing more characters is used, which allows you to identify or eliminate the error. The transition to a signal model in a form similar to (40) also de facto implies the introduction of redundant information. In particular, the set of 2 by 2 matrices over the Galois field $GF(5)$ contains $5^4$ elements, while the field (or ring) that is mapped to this set contains $5^2$ elements.

4. CONCLUSION

Accordingly, in this paper, it is shown that a variety of algebraic structures can be used for digital signal processing, for example, Galois fields obtained by the method of algebraic extensions, as well as algebraic rings containing zero divisors. The possibility of their use is determined by the fact that for a finite range of amplitude variation, the number of prescriptive signal levels is finite and each of these levels can be assigned a field or ring element. Accordingly, the signal model becomes a function of time that takes values in an algebraic field or an algebraic ring. All of these structures have a matrix representation, but their properties are different, which allows them to be used for different purposes. So, algebraic rings containing zero divisors can be used for those digital processing methods in which it is required to operate with the digits of a number separately. Such rings can be constructed by a modernized method of algebraic extensions, in which a "logical unit" is used as an analogue of a primitive element, which is an additional formal root of a solvable equation.
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