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ABSTRACT

Iris recognition is the most reliable and accurate method for eye identification. A novel strategy for localizing iris printing is proposed in this paper. The median filter and histogram were used for this purpose. To extract iris features from iris photographs, an algebraic method known as semi-discrete matrix decomposition (SDD) is used. For classification, neural network (NN) is used to extract the SDD feature. This study also included the setup of convolution neural network (CNN), a convolution neural network that does not require feature extraction, as well as a comparison of the two types of classifiers is made. Iris images are obtained from the Chinese Academy of Sciences Institute of Automation dataset (CASIA Iris-V1), a common database used for the iris recognition system. The proposed algorithm is straightforward, simple, efficient, and fast. The experimental results showed that the proposed algorithm achieved high classification accuracy of approximately 95.5% and 95% for CNN and NN based on SDD features respectively. The proposed algorithms outperformed literature works and required less time for determining the location of iris region.
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1. INTRODUCTION

Biometrics is an acknowledgment and confirmation of an individual's personality in terms of physiological features. Advances in Information technology require using biometrics in applications that verify individual identity [1]. Many biometrics are commonly used such as speech, finger impression, face, penmanship, walk, hand calculation, and iris. The iris method is a new and reliable method compared to the other methods [2], [3]. Iris recognition applications include banking, border security, and mobile phones. The iris image is an internal organ that is not directly connected to the input pattern. Everyone has a unique iris pattern. It has been shown that no two people have the same iris characteristics. A typical iris image is shown in Figure 1. The iris located between the pupil and the white sclera. The iris diameter is 12mm, and the pupil size is 10% to 80% of the iris diameter [4], [5].

Daugman is the creator of the most popular commercial algorithms for iris recognition technology, which is released first in 1993 [4]. For iris recognition, these algorithms use pattern recognition methods as well as some mathematical computations. Multiple researchers [1]-[6] have used the Hough transform-based automated segmentation method to identify iris location. This method locate the circular iris and pupil area, as well as occluding eyelids, eyelashes, and reflections. To accommodate the imaging inconsistencies, the area of the extracted iris was normalized into a rectangular block of uniform size.
Many feature extraction approaches exist to increase the accuracy of iris recognition. Boles and Boashash [7] suggested a one dimensional (1D) wavelet transform with zero crossing. While [8]-[10] used frequency domain to extract the features as one-dimension discrete cosine transform (1D-DCT). Recent advances in numerical linear algebra have influenced image feature extraction techniques such as singular value decomposition (SVD) and semi-discrete decomposition (SDD). SVD has been used in [11], [12] to extract iris characteristics. While in [13] SDD was used to present a reduced number of feature words. It excels at transmitting data accurately [14].

Several researchers have used artificial neural network (ANN) for iris recognition based on Chinese Academy of Sciences Institute of Automation (CASIA) datasets, a popular database for Iris images, using a self-organizing map neural network [15]. The doughnut-shaped iris is rectangular-sized and placed in the neural network. Alim and Sharkas [16], Erding and Allahverdi [17] used multilayer perceptron (MLP) to recognize iris images. MLP is one of the most widely used techniques in recent advances and challenging applications related to machine learning such as object identification using Image Net, face recognition, and image classification contribution of the work.

In this paper, a new localization algorithm is proposed for extracting the position of the iris region from the other parts of the eye such as the eyelid, eyelashes, and sclera to improve the Iris recognition system. The new algorithm focuses on finding the left and right iris region which includes the most important information that may be used to extract data. The inner and outer circle of the iris region is determined according to the proposed algorithm. Parts of the iris are removed from the eyelids and eyelashes. The size of these parts is small so, it does not require a normalization technique, which is a stage used normally to reduce the size of the segmented iris images to a regular size. The median filter and histogram analysis were used for localizing iris images. SDD numerical linear algebra approach is used for extracting features. Two type of classifiers are used ANN with adaptive learning rate based on SDD and convolution neural network (CNN). The implementation time for determining the iris location is considered and compared with the literature works.

The rest of the paper is arranged as follows: section 2 describes the proposed algorithm for iris recognition in detail. The experimental results are demonstrate in section 3 and compared with other studies. Section 4 summarizes the conclusion of the study.

2. THE PROPOSED ALGORITHM FOR IRIS RECOGNITION SYSTEM

The proposed iris recognition algorithm contains four main steps as shown in Figure 2. The images are acquired using a common dataset (i.e. CASIA Iris-V1 dataset). The preprocessing mechanism consists of two stages. In stage 1, the images are converted from RGB format to red band format. Then the iris is detected from the image according to the proposed algorithm. Two techniques are utilized to classify detected iris image, CNN and NN. The features of the detected iris are extracted using the SDD method and classified by NN. The four steps of the proposed algorithm is demonstrated in details by the following subsections.

![Figure 2. The schematic block diagram of the proposed work for iris recognition](image-url)
2.1. Acquire image

Often the iris images are collected using infrared camera from a distance of 4 centimeters. Usually, the collected eye images has a size 320×280 pixels. The near-infrared spectrum highlights the iris’ texture patterns, making iris identification become more reliable. In this study, the database CASIA-V1 [18] is employed to validate and evaluate the proposed algorithm. This dataset consists of 756 iris images acquired from 108 eyes. These images have a resolution 320-280. Seven images from each eye were gathered in two sessions. Three images are obtained from the first session while the others are collected from the second session. In this dataset, the pupil regions of all iris images are revealed. These images are substituted by a circular region of uniform intensity in order to mask out the specular reflections from the NIR illuminators. This work conducts the ideal conditions experiments using this database because the image of pupil’s iris has been edited and its quality is very clear.

2.2. Data preprocessing

The preprocessing data of the proposed algorithm have two stages, as shown in Figure 2. In the first stage, the iris image in database CASIA-V1 is converted from RGB into a red band. In the second stage, the resulting red band image is segmented to identify the iris region of each person. These stages are explained in details as follows:

2.2.1. Stage 1: RGB to red band

In the preprocessing stage, the red color space is separated from RGB color space of the iris images. The reason is due to the reliability of recognition of the red component compared to the green (G), blue (B) components or grayscale images. As a result, the image is stored in one band which reduced the amount of information stored. For more details see Daugman 19].

2.2.2. Stage 2: segmentation stage

The annular iris area is segmented from the full eye image during the iris segmentation technique. At first, the boundaries of circular inner and outer is located first (the iris–pupil and iris–sclera boundaries). To illustrate the proposed algorithm, let the input image is \( F(V,W) \) where size of \( F \) is \([V,W], x=1,2,...,V; y=1,2,...,W.\) The output image is \( Is(N,N), N=40.\) A median filter is used to convolve with the iris image [19]. To reduce the effect of the eyelashes and eyelid in image, the size of median filter is chosen to be \([10×10].\) The histogram of the eye image that output from the filter is examined. The maximum value of the histogram is chosen at range (1 to 85) of gray level as a threshold value \( t.\) So, the original iris image is converted to a binary image using the threshold as in (1).

\[
g(x,y) = \begin{cases} 1 & f(x,y) = t \\ 0 & f(x,y) \neq t \end{cases} \tag{1}
\]

Then, the horizontal and vertical vectors that represent the number of pixels is calculated as in the (2) and (3),

\[
h(x) = \sum_{y}^{V} g(x,y) \tag{2}
\]

\[
v(y) = \sum_{x}^{W} g(x,y) \tag{3}
\]

the maximum value of these vectors represents the center of the pupil as in the (4) and (5):

\[
 xp = max \ (h(x)) \tag{4}
\]

\[
 yp = max \ (v(y)) \tag{5}
\]

the radius of the pupil is calculated as in the (6).

\[
r = \sum_{n=1}^{xp} g(x_n,yp) \tag{6}
\]

Finally, the iris image area is captured from the pupil’s right and left sides by the mask \((40×20)\) left and \((40×20)\) right in order to include the most important information that can be used for extracting data.

\[
 \text{Irrdown}(h,h) = f(xp + (1:h + 1),yp + 2r;yp + (2r + h)) \tag{10}
\]

\[
 Is(N,N) = [\text{Irup Irrrup}; \text{Irldown Irrdown}] \tag{11}
\]
The flowchart of the proposed iris image segmentation is shown in Figure 3.

![Flowchart of the proposed iris image segmentation](image)

**2.3. Features extraction**

SDD technique is used to generate a feature vector from 2D iris images. These features are applied as an input to the stage of iris classification of BP neural network. Let semi discrete decomposition of iris image (Is) is defined as in the (12).

\[ Is \approx Is_z = X_z D_z Y_z^T \]  

Where R denotes the rank of the original matrix Is (iris image), z is reduced singular decomposition of Is. z(0<z<R). Each coordinate of Xz and Yz is constrained to have entries from a set equal \{-1, 0, 1\}, and the matrix Dz represent a diagonal matrix with positive coordinates [13]. An SDD approximation can be formed iteratively via a greedy algorithm. Let Az denote the z-term approximation (A0= 0). Let Rz be the residual at the zth step where Rz=A−Az,1. Then the optimal choice of the next triplet (dz, xz, yz) is the solution of the following (13).

\[ F_z(d, x, y) = \| R_z - d xy^T \| F^2, s, t, x, y \in \{-1,0,1\}, d > 0 \]  

The detail of SDD algorithm is illustrated in [20]. SDD is used for feature extraction and image reduction. The dimension of the input pattern is changed from a matrix N×N to only a vector of N elements. For these reasons, SDD is utilized to derive a compact and representative collection of iris image characteristics. In this work, the main diagonal is used and reduced by rank z. The features that extracted from Is matrix is expressed by Dz=[d1, d2, ……, dz].

**2.4. Classification process**

In this study, the iris images recognition is performed using two networks. A neural network based on back a propagation algorithm with an adaptive learning rate is used on the other hand, a CNN is designed using multiple building blocks, such as convolution layers, pooling layers, and fully connected layers. CNN is used to learn the features automatically and adaptively through backpropagation NN.

**2.4.1. Neural network**

In this work, the network have three-layer design; input layer, hidden layer, and output layer. The input layer has the same number of neurons as the dimension of pattern vectors obtained from the algebraic approach SDD. To ensure reliable classification performance, the number of neurons in the hidden layer is chosen as twice that of the input layer. The number of neurons in output layer is chosen related to the number of classes to be recognized. The actual algorithm for a 3-layer network (only one hidden layer) is depicted in details in [21], [22].
2.4.2. Convolutional neural network

A CNN can learn visual features automatically, hence it has exceeded several older hand-crafted feature methods [23], [24]. Models of neural structures are multi-level information representations that depend on layer computations, where the output of the previous layer is fed into the next layer [25]-[27]. In this work the CNN structure contains five layers as shown in Figure 4. Each layer has network parameters and a number of features maps. The input data are collected using a convolution kernel. Each layer has number of neurons.

![Figure 4. The CNN architecture of the proposed work](image)

In CNN, the weights are distributed locally, so each input point has the same weights. The kernel filter consists of weights tied to similar outputs [28]. The preprocessed image (IS(40,40)) is fed into the network structure through the input layer. The input layer is the first layer that represents a convolution layer (C1). The convolution layer C1 has six kernel of size 5×5. After processing the C1 layer, there are 36,366 neurons. A convolution layer (C2) is the next convolution layer in the CNN architecture. The convolution layer C2 has eight kernels of size 5×5. After processing the C2 layer, there are 32,328 neurons. The third layer is the pooling layer (Pl). Using the maximum pooling function, the 2×2 window pooling layer will reduce the size of data in C2 layer by half. After processing the Pl layer, there are 16,168 neurons. The output of polling layer is fed to the convolution layer C3. C3 layer contains a 5×5 filter and 8 kernels. After processing the C3 layer, there will be 28×28×8 neurons. Layer C3 has 6,272 neurons when transforming the size of it to a vector. The features vector is fed into NN classifier which includes three layers; input, hidden, and output layers. The input layer contains the same number of neurons as the dimension of patterns vector obtained from the output of the C3 layer.

3. RESULTS AND DISCUSSION

To test the proposed algorithm, CASIA Iris-V1 iris datasets are utilized. The digitized image is RGB with a resolution of 320×280 pixels. For the four iris images, only the red (R) component of the RGB image was used, as shown in Figure 5.

A median filter with 10×10 window size is applied to the resulting red band images. The important impact of the median blur filter is to minimize the iris image's noise and pixel intensity complexity while maintaining the edge fidelity of the original image. The median blurred images are shown in Figure 6.

![Figure 5. Red band images](image)

![Figure 6. Median blurred iris images](image)
Histogram is applied after obtaining a median blur of iris images. Histogram that applied on the median filter iris images is shown in the Figure 7. It is clear that there is a unique, left-most (darkest pixel values) peak as a typical pupil's pixel signature.

![Figure 7. Histogram of median filter images](image)

To obtain the pupil area, an acceptable threshold value is chosen. The threshold value is the maximum value in the histogram from zero to 85 gray axis. Since the intensity values of the pupil regions are lower than those of other regions in the whole eye image, the proposed work examines the histogram of the original eye image and set a threshold value. Using the threshold limits, the original iris image is converted to a binary image. Then the pupil is separated, and the centroid \((x_p, y_p)\) is calculated. Pupil information are extracted according to the horizontally and vertically vectors of the binary image. Figure 8 displays the threshold image, which was automatically cropped to remove the eyelashes and select the suggested threshold. This study proposes to cut-off the area of iris image into four regions, above the upper border of the pupil and below the lower limit of the pupil, as shown in Figure 9. The goal of this procedure is to produce an iris mask, which can be used to eliminate the superfluous regions of the iris for effective identification. The four region of iris image is combined in a single image as shown in Figure 10. The dimensions of the resulting iris images will be equal to (40x40)

![Figure 8. Center and radius of pupil based on the vertical and horizontal vector](image)
SDD algorithm is applied to the iris images (40×40). In this study, $D_z$ matrix is obtained as the iris image size (40×40), so that the rank of $D_z$ is 40. The diameter of this matrix is characterized by the values of the frequencies from the highest value to almost zero. The residual values of the array are zeros. It is seen that when choosing the highest values, the number of such values approximately $z=15$ (rank). The other values are neglected because they are close to zero as shown in Figure 11. The features that extracted from Is matrix is expressed by $D_z = [d_1 \; d_2 \; \ldots \; d_{15}]$.

In order to show the reliability of the proposed work, a comparison is made with existing previous works [29], [30]. The previous works used other iris localization techniques. The proposed work is compared with the previous works in term of classification accuracy and the average time needed to obtain the localization of iris image. Table 1 displays the comparison of the proposed work with the literature works.

<table>
<thead>
<tr>
<th>Previous works</th>
<th>Classification accuracy</th>
<th>Average time</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daugman [29]</td>
<td>57.7%</td>
<td>90 s</td>
</tr>
<tr>
<td>Wildes [30]</td>
<td>86.49%</td>
<td>110 s</td>
</tr>
<tr>
<td>The proposed work</td>
<td>95%</td>
<td>1.4 s</td>
</tr>
</tbody>
</table>

It is noticed from Table 1 that the proposed work outperformed the previous works [29], [30]. The proposed work achieved an improvement rates of approximately 37.3%, 8.51% over the previous works [29], [30] respectively. Moreover, the average time of the proposed work for iris segmentation is...
The proposed work does not require a normalization stage that many researchers have used to reduce the size of segmented iris image to normal size. This stage requires more computational costs and time to localize the iris image. In the proposed work, the inner and outer circle of the iris region is determined according to the proposed algorithm. Parts of the iris are removed from the eyelids and eyelashes. The size of these parts is small so, it does not require a normalization technique.

Another comparison was made to show the effect of the proposed features extraction method with other methods presented in existing literature works [31]-[34] as shown in Table 2. The proposed work used SDD method for extracting features. It is clear that the proposed work outperformed other state of the art works. The proposed work has no modification to the SDD algorithm. However, this is the first time that this algorithm has been used to extract features in the proposed work. Moreover, Table 2 shows the comparison of CNN of the proposed work with. [34]. D. Scherer et al. [34] used the same dataset used in our work (CASIA Iris-V iris datasets). However, the proposed work superior than Scherer et al. [34] with improvement rate of 10.5%.

<table>
<thead>
<tr>
<th>State of the art works</th>
<th>Authors</th>
<th>Method</th>
<th>Accuracy %</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Firake and Mahajan [31]</td>
<td>Gabor filter</td>
<td>92.82%</td>
</tr>
<tr>
<td>2</td>
<td>Hamd and Ahmed [32]</td>
<td>PCA</td>
<td>94%</td>
</tr>
<tr>
<td>3</td>
<td>Rana et al. [33]</td>
<td>PCA+DWT</td>
<td>95.4%</td>
</tr>
<tr>
<td>4</td>
<td>Scherer et al. [34]</td>
<td>CNN</td>
<td>85%</td>
</tr>
<tr>
<td>5</td>
<td>The proposed work</td>
<td>SDD+NN</td>
<td>95%</td>
</tr>
<tr>
<td>6</td>
<td>The proposed work</td>
<td>CNN</td>
<td>95.5%</td>
</tr>
</tbody>
</table>

The convergence action of a neural network using the gradient descent technique is depicted in Figure 12. It is seen that the mean square error (MSE) was achieved within 411 epoch for 10 classes. The recognition rate of NN system based on SDD is 95%.

The recognition rate of this study was compared with previous work [12] in order to show the effect of SVD method and the recent version of SVD which is SDD to improve the recognition rate. Patil and Subbaraman [12] used SVD to extract features. The comparison was made in term of classification accuracy based on different number of SVD and SDD dimensions and several number of classes as shown in Table 3. The results showed that the proposed NN based on SDD features outperformed the previous work [12] when increasing the number of classes and dimensions. The results confirm that the proposed method for determining iris rectangle area provides the best performance according to the test results.
4. CONCLUSION

In this study, a new method for iris classification is presented. This method focuses on finding the right and left iris region that contains the most important information that can be used to extract data and the most important factors to improve recognition performance. An algebraic approach such as semi-discrete matrix decomposition is used as a foundation analysis to extract iris features. Coefficients were the most essential aspects of the feature vector, along with quality, statistics, and texture of the iris image. As SDD approach reduced the complexity of layered neural network, the dimensions of input vectors were optimized. Two classifiers are used for iris recognition, the NN neural network based on SDD features and the convolution neural network. The proposed work is efficient and fast compared to other existing works. The experimental results showed that the proposed algorithm achieved high classification accuracy of approximately about 95.5% and 95% for CNN and NN based SDD features respectively. In order to obtain a reliable performance for iris recognition, the iris location must be precisely located. Therefore, the proposed algorithm focuses on accurately defining the iris region to extract efficient features from this region. Moreover, the results confirm that the proposed algorithm outperformed the state of the arts works with less time needed to localize iris image.
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