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ABSTRACT
Cross-project defect prediction (CPDP) has been a popular approach to address the limited historical dataset when building a defect prediction model. Directly applying cross-project datasets to learn the prediction model produces an unsatisfactory predictive model. Therefore, the selection of training data is essential. Many studies have examined the effectiveness of training data selection methods, and the best-performing method varied across datasets. While no method consistently outperformed the others across all datasets, predicting the best method for a specific dataset is essential. This study proposed a recommendation system to select the most suitable training data selection method in the CPDP setting. We evaluated the proposed system using 44 datasets, 13 training data selection methods, and six classification algorithms. The findings concluded that the recommendation system effectively recommends the best method to select training data.
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1. INTRODUCTION
Cross-project defect prediction (CPDP) is a well-studied topic in software defect prediction (SDP) studies. CPDP has become a popular strategy to deal with the lack of historical datasets. CPDP builds an SDP model using the dataset from the other project and predicts defects in the target project [1]. However, CPDP has its drawbacks since merely using cross-project datasets to learn a prediction model produces a model with unsatisfactory predictive performance. It is due to the divergence in data distribution between training and testing datasets [1]–[3].

Several approaches have been proposed to address this problem, such as data transformation [3]–[5], data normalization [3], and training data selection. Data transformation and normalization use all training instances to train an SDP model, possibly containing irrelevant and noisy data. Zhang et al. [6] found that choosing a suitable transformation for a particular pair of training and testing instances is open to question. Prior studies [3], [7] show that the effect of the transformation on the model performance varies on the same dataset. Meanwhile, studies [2], [8], [9] reported that the prediction model developed using selected cross-project data has a satisfied predictive performance. Therefore, selecting the relevant data for training an SDP model becomes an important and challenging task [9].

Training data selection is a method for selecting appropriate training instances based on the target instances. Correct identification of suitable training data is critical, as using irrelevant training instances can detrimentally impact the performance of an SDP model. Recent studies have proposed numerous methods for
filtering training data classified into several groups (i.e., instance, project, and multi-granularity) based on training data granularity [10]. The researchers compared the effect of using training data selection on defect prediction performance [11]–[13]. However, they found that no single training data selection method provides optimal results on all data selection problems. This result is caused by different datasets, classification algorithms, and performance metrics used in each study. As a result, a method performs better on a particular dataset but worse on the other datasets. The development of a new method does not necessarily guarantee better performance. In addition, applying all training data selection methods to all problems to identify the optimal method is impractical. It raises the issue of whether we can predict an optimal training data selection method for a given dataset.

To answer this question, we proposed an automatic recommendation system using meta-learning to select the optimal training data selection method for a particular dataset. Bradzil et al. [14] stated that meta-learning relates the characteristics of a problem to the relative performance of algorithms, which enables us to select the optimal method for a given dataset. However, no meta-learning approach has been implemented in selecting training data methods. The proposed system is an instance-based meta-learning that works according to the similarity of training and target datasets.

This study contributes in three ways. Firstly, we proposed a recommender for selecting proper training data selection methods, validated with thirteen methods. To the best of our knowledge, it is the first experiment in the defect prediction area to address the training data selection method. Secondly, we proposed data-related statistical meta-features suitable for choosing a method to select relevant cross-project training data. Finally, we compared the effectiveness of various sets of unsupervised meta-features for training data selection meta-learning. This paper is structured as follows: section 2 summarizes the related works, section 3 describes the proposed recommendation system and the experimental settings, section 4 reports and discusses the results, and section 5 draws on the conclusion.

2. RELATED WORKS

2.1. Training data selection

Training data selection refers to the process of selecting suitable training instances based on the target instance. The selection of appropriate training data is critical, as using improper training instances can harm the performance of an SDP model. Although selecting training data eliminates some source instances, the model trained with the selected training data performs as expected. Numerous methods for filtering training data have been studied and classified into several groups (i.e., instance, project, and multi-granularity) based on training data granularity [10].

At the instance-level selection, several studies proposed distance-based [8], [15], [16] and cluster-based filters [17], [18]. The distance-based filter utilized the nearest-neighbor algorithm to choose the relevant training data. Peters et al. [15] used source instances to guide the selection, while Turhan et al. [8] and He et al. [16] employed testing instances to select the training data. He et al. [16] introduced a method that uses the similarity of training and target instances and the defect number in each training instance to perform the selection. Meanwhile, Kawata et al. [17] and Menzies et al. [18] utilized a cluster-based technique for selecting training data.

Other studies investigated the effectiveness of selecting training data at the project level [9], [19]. Herbold [9] used the kNN algorithm and distributional characteristics (i.e., standard deviation and mean) to select the relevant source data based on the Euclidean distance between distributional characteristic vectors. Unlike Herbold, He et al. [19] used performance accuracy to calculate the distance between the training and testing datasets. Selected training data are instances from datasets that exceed a pre-defined cutoff in terms of accuracy.

Studies [20], [21] introduced multi-granularity approaches that integrate project-level and instance-level methods. At the project level, they used Herbold’s method to filter training data. Meanwhile, at the instance level, He et al. [20] proposed two strategies that use the Burak filter [8] and Peter filter [15], while Li et al. [21] used K-Means to create clusters of similar instances.

Several comparative studies have evaluated the effect of training data selection on defect prediction performance [11], [13], [21]. They discovered inconsistencies in the study findings. It could be due to differences in experimental settings, such as datasets, classifiers, or levels of analysis. Previous study [12] found that the optimal method for each dataset varies. A method performs better on one dataset but not on others. As a result, we cannot find the best training data selection method across all datasets. In addition, the development of a new method does not necessarily guarantee better performance across datasets. Thus, this research focuses on predicting the optimal method for selecting training data for a particular dataset.
2.2. Meta-learning

Many methods for selecting training data have emerged from research on software defect prediction. Such methods may be ideal for some problems but not for others since the method might have a different bias and is dependent on the problem. No single method works for all problems. Choosing a suitable training data selection method for a given dataset becomes an intriguing issue. Method selection is difficult because machine learning algorithms have many hyperparameters, resulting in massive configurations [22]. Due to time constraints, it is impossible to run every possible combination of algorithms and configurations. Hence, predicting the suitable method with performance similar to the best method in a reasonable time is the rational solution. It is the goal of meta-learning, a popular solution to algorithm selection issues [14].

Several studies in software defect prediction have investigated the use of meta-learning [23]–[26]. Studies [23]–[25] studied meta-learning to select a suitable method for the within-project defect prediction (WPDP) approach. WPDP uses training and testing datasets from the same project. Both datasets have target labels, enabling the extraction of the meta feature in a supervised approach. Dores et al. [23] and Nucci et al. [24] proposed a recommendation system to select suitable classifiers for a particular dataset. Sun et al. [25] investigated a recommender for selecting a resampling algorithm. Later, Porto et al. [26] proposed a meta-learning to select the most suitable transfer learning algorithm in the CPDP setting. They used two sets of meta-features and the random forest as the meta-learning algorithm. However, since meta-learning usually has a limited number of meta-examples, the use of the random forest as the meta-learner may be problematic since the random forest is challenging with a small number of instances [27]. Our study also used a CPDP approach, but we focused on recommending the training data selection method and used kNN as the meta-learning algorithm. Table 1 summarizes the different points of the related meta-learning studies in the software defect prediction area.

<table>
<thead>
<tr>
<th>Ref</th>
<th>Goal of recommendation</th>
<th>Datasets</th>
<th>Approach</th>
<th>Meta learner</th>
<th># set of metafeatures</th>
<th># compared methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>[23]</td>
<td>Classifier</td>
<td>71 (PROMISE)</td>
<td>WPDP</td>
<td>RF, Ensemble</td>
<td>2</td>
<td>7 classifiers</td>
</tr>
<tr>
<td>[24]</td>
<td>Classifier</td>
<td>30 (PROMISE)</td>
<td>WPDP</td>
<td>RF</td>
<td>-</td>
<td>5 classifiers</td>
</tr>
<tr>
<td>[26]</td>
<td>Transfer learning method</td>
<td>47 (PROMISE)</td>
<td>CPDP</td>
<td>RF</td>
<td>2</td>
<td>6 methods</td>
</tr>
<tr>
<td>[25]</td>
<td>Imbalance handling method</td>
<td>20 (PROMISE)</td>
<td>WPDP</td>
<td>kNN</td>
<td>1</td>
<td>12 methods</td>
</tr>
<tr>
<td>Our study</td>
<td>Training data selection method</td>
<td>44 (PROMISE)</td>
<td>CPDP</td>
<td>kNN</td>
<td>5</td>
<td>13 methods</td>
</tr>
</tbody>
</table>

Within the CPDP approach, it is assumed that target instances are unlabeled. Thus, the traditional characterization of datasets (supervised meta-feature) is not applicable. Instead, unsupervised meta-features are used, the extraction of which is independent of the target label. Since there is limited research on unsupervised meta-features in software defect prediction, we proposed a small set of unsupervised meta-features based on: i) statistical characteristics of the used datasets and ii) issues related to CPDP data.

2.3. Meta-features for CPDP

The main challenge in developing a meta-learning system is choosing the right meta-features. Castiello et al. [28] noted that the quality of meta-features considerably influences meta-learner effectiveness; hence, identifying the appropriate meta-features is critical for meta-learning [29]. In this study, we proposed a small set of unsupervised meta-features based on i) statistical characteristics of the used datasets and ii) issues related to CPDP data. Hosseini et al. [30] concluded that there are several data-related issues in cross-project defect prediction, i.e., class imbalance, redundant and multi-collinearity among features, and noise in data. We did not propose meta-features related to class imbalance since the class information is needed, whereas, in the CPDP setting, the target datasets are unlabeled, meaning that the class information is unavailable. Hence, we deemed only the last two issues, i.e., redundant and multi-collinearity among features and noise in data.

2.3.1. Redundant and multi-collinearity among features

We investigated the extent to which cross-project datasets have redundant features and the correlation among features. We used Gothra et al.’s idea [31] to extract features from datasets using principal component analysis (PCA), accounting for 95% of the variance of the datasets. We then compared the PCA dimensions to the dimensions of the original datasets. Figure 1(a) displays the ratio between PCA dimensions and original dataset dimensions (i.e., PCA_ratio).
We observed that the ratio between the dimension of PCA to that of original datasets is small for training datasets. The lower the value, the fewer original features are required to characterize the variability of the original datasets. A small value implies that the original datasets have redundant features in the original datasets. According to Lorena et al. [32], PCA dimensions could be viewed as an estimate of the dimensionality of a dataset after the correlation between features is reduced. It indirectly indicates that the used training datasets may have a correlation between the pairs of features. Based on this analysis, we proposed to use three meta-features, i.e., correlation and covariance among a pair of attributes and the number of highly correlated attributes, described as in Table 2.

2.3.2. Noise in data

We examined the degree to which our multi-source cross-project datasets contain noise. A dataset is considered noisy if it has an instance of data with a high deviation from the normal range of the feature space (i.e., outlier) [30] or it contains redundant or inconsistent instances [33]. We also explored the skewness and kurtosis of the used datasets, Figure 1(b). It can be observed from Figure 1(a) that 80 percent of the attributes of the used datasets contain outliers. In addition, 20 percent of the instances are redundant in each dataset. If we see the second y-axis, the multi-source cross-project datasets have high skewness and kurtosis within the range [6.5–8.5] and [120–170], respectively.

Figure 1. Several data-related issues in multi-source cross-project dataset used in the experiment (a) redundant and multi-collinearity among features and (b) skewness and kurtosis

Meanwhile, De Carlo [34] stated that kurtosis could be used to detect the presence of an outlier. According to Davies [35], kurtosis is a measure of outlier potential, with a high value indicating many outliers and a low value indicating the opposite. Davies also pointed out that skewness describes the preference for many or few outliers in regions less than or greater than the mean. Based on this evaluation, we proposed skewness and kurtosis as the meta-features. We prefer to propose a small number of meta-features since we used kNN as the meta-learner. The large meta-features are deemed to affect the kNN algorithm negatively [36]. We refer to our proposed meta-features as SStats meta-features.
Table 2. The proposed SSStats meta-features

<table>
<thead>
<tr>
<th>Meta-feature</th>
<th>Description</th>
<th>How to compute</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>cor</td>
<td>cor measures the mean of correlation between a pair of attributes</td>
<td>$\text{cor}_{xy} = \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{n \cdot \sigma_x \cdot \sigma_y}$, where $\sigma_x = \sqrt{\frac{1}{n-1} \sum (x_i - \bar{x})^2}$ and $\sigma_y = \sqrt{\frac{1}{n-1} \sum (y_i - \bar{y})^2}$</td>
<td>[29], [37]</td>
</tr>
<tr>
<td>cov</td>
<td>cov measures the mean of covariance between a pair of attributes</td>
<td>$\text{cov}_{xy} = \frac{\sum (x_i - \bar{x})(y_i - \bar{y})}{n}$</td>
<td>[29], [37]</td>
</tr>
<tr>
<td>nCorAttr</td>
<td>ncCorAttr represents the proportion of highly correlated attributes</td>
<td>$\text{nCorAttr} = \frac{2}{d(d-1)} \sum_{i=1}^{d-1} \sum_{j=i+1}^{d} 1(\text{cor}_{xy} \geq \tau)$, where $\tau$ is a threshold within $[0..1]$, usually $\tau = 0.5$, $x$ and $y$ are numerical attributes.</td>
<td>[29], [38]</td>
</tr>
<tr>
<td>kurtosis</td>
<td>kurtosis measures the mean of absolute kurtosis</td>
<td>$\text{kurtosis}<em>{xy} = \frac{1}{n-2} \sum</em>{i=1}^{n} (x_i - \bar{x})^4$</td>
<td>[28], [29], [37]</td>
</tr>
<tr>
<td>skewness</td>
<td>skewness measures the mean of absolute skewness</td>
<td>$\text{skewness}<em>{xy} = \frac{1}{n} \sum</em>{i=1}^{n} (x_i - \bar{x})^3$</td>
<td>[28], [29], [37]</td>
</tr>
</tbody>
</table>

We also utilized several sets of meta-features to find the most effective meta-features for the proposed recommendation system, i.e., distributional characteristics [2], distance [39], correlation [40] and itemset [41]. Distributional characteristics meta-features: We used distributional characteristics meta-features in this research. Several defect prediction studies have used distributional characteristics. We calculate the min, mean, max, mode, and median of 16 data characteristics from He et al. [2]. Thus, we have 80 meta-features. However, we did not use all 80 meta-features. Instead, we performed the meta-feature selection, and the results are used as the meta-features in this experiment. We refer to these meta-features as DC meta-features.

Distance-based meta-features: Ferrari and Castro [39] proposed distance-based meta-features for clustering problems. They calculate dissimilarity between two instances using the Euclidean distance and then create a dissimilarity vector among instances. The vector values are normalized into the interval $[0, 1]$. From this vector, 19 meta-features are extracted, which are referred to as Distance meta-features (please refer to [39] for detail).

Correlation meta-features: Pimentel and Carvalho [40] improved distance meta-features by combining dissimilarity and correlation among instances. First, the dissimilarity between two instances is calculated following [39]. Next, the Spearman rank correlation coefficient between each instance is computed. Later, dissimilarity and correlation among instances are combined into a single vector. Ferradi and Castro [39], 19 meta-features are extracted from the vector after the values are normalized into the interval $[0, 1]$. We refer to these meta-features as Correlation meta-features.

Structural meta-features: Song et al. [41] proposed meta-features used to develop a classification algorithm recommendation system. For a given dataset, its attribute values are changed to the corresponding binary dataset. After that, two attribute vectors are retrieved from the binary dataset, i.e., a one-item vector indicating the distribution of values for each feature and a two-item vector indicating the correlation between two features. These vectors are then concatenated into one vector and sorted in ascending order. Finally, the meta-features are obtained by calculating the minimum, maximum, and seven octiles of the concatenated vector. We refer to these meta-features as Itemset meta-features.

3. RESEARCH METHOD
3.1. Proposed framework

Recent studies on SDP found that using suitable training data can improve prediction performance [8], [9], [15]–[17], [21]. They also reported that no single training data selection method performs consistently well with various classifiers on all datasets. Also, each method has different predictive performance across datasets. Thus, selecting the best training data selection method for a given dataset becomes an interesting issue.

Previous research on meta-learning found that dataset characteristics are ties to classification algorithm performance [25], [41]–[44]. Thus, if datasets have identical characteristics, classification algorithms applied to the datasets tend to perform similarly. In other words, the data characteristics of training data tie closely to the prediction results, which corroborates the finding of He et al. [2].

Based on the results discussed, we proposed a meta-learning approach that uses instance-based learning to recommend the best training data selection methods in CPDP settings. The proposed approach estimates the rank of all training data selection methods on a particular dataset. Figure 2 displays the proposed recommendation framework that includes two parts: meta-database construction and method recommendation.
A recommendation system of training data selection method for cross-project

3.2. Construction of meta database

The meta-database contains meta-target and meta-features. The meta-target represents prediction performance on a target dataset, while the meta-features represent the characteristics of training datasets. We applied each method to all training datasets and measured the performance (i.e., AUC). We used the success rate ratio (SRR) between training data selection methods as the meta-target [45]. This measure is better than the other ranking methods in the meta-learning comparative study [43].

The success rate ratio defines the relative advantage of a method over the others. We modify the formulation of the success rate ratio in [45] since we used AUC instead of error. When using the error as a performance measure, the smaller the error, the better is the method. In contrast, as for AUC, the bigger the AUC, the better is the method. Thus, the success rate of a method \( m_j \) over \( m_k \) for a dataset \( D_i \) as

\[
SRR_{m_j, m_k}^{D_i} = \frac{p_{V_{m_j}}^{D_i}}{p_{V_{m_k}}^{D_i}}
\]

Where \( p_{V_{m_j}}^{D_i} \) is the performance value (i.e., AUC) of method \( m_j \) on dataset \( D_i \). Generally, the number of candidate methods is more than two. Therefore, multiple comparisons of training data selection must be performed. We then calculate the performance of a method \( m_j \) for a given dataset \( D_i \) as

\[
SRR_{m_j}^{D_i} = \frac{\sum_{k=1}^{N} SRR_{m_j, m_k}^{D_i}}{N-1}
\]

where \( N \) is the number of candidate methods for training data selection.

After extracting meta-features and calculating the SRR, we create a meta-database that consists of meta-instances. Each meta-instance is formed by a tuple containing meta-features and SRR values. The steps to construct the meta-database are available in Procedure 1.

Procedure 1. Create Meta-database

Input:
- Cross-project benchmark datasets \{\(D_1\), \(D_2\), ..., \(D_i\)\} \(1 \leq i \leq n\)

Output: meta-database

1. extract meta-features of each dataset \(D_i\), using meta-feature described in Section 2.3.
2. evaluate the performance of each candidate of the training data selection method.
3. calculate the success rate ratio of each candidate method on every single dataset \(D_i\), using eq. (2)
4. create meta-database

3.3. Recommendation of training data selection method

We used kNN as the meta-learner since it is widely used in meta-learning studies [41], [43], [46], [47] and it is effective and efficient [39], [43], [47], [48]. In addition, the number of meta-examples in meta-learning is relatively small. Therefore, it is challenging to induce a model, particularly using an algorithm

![Figure 2. The framework of the recommendation of training data selection methods](image-url)
that generates a sharp threshold [43]. Moreover, the kNN allows us to select multiple suitable methods, i.e., multi-target prediction [14], as it might be possible for a particular dataset to have more than one optimal method.

When a target dataset $D_{\text{tar}}$ comes, the meta-learning extracts the target meta-features and calculates the distance of all training datasets to the target dataset. It then selects the $k$ nearest datasets to the target dataset. Identifying a training dataset similar to the target dataset $D_{\text{tar}}$ is performed by computing the distance between both datasets using meta-features characterizing them. We used L1 distance to calculate the distance since it can measure similarity well between two datasets [43], [49]. A distance between two datasets $D_i$ and $D_j$ is formulated as (3).

$$\text{dist}(D_i, D_j) = \sum_{k=1}^{n} | M_{i,k} - M_{j,k} |$$  \hspace{1cm} (3)

Where $M_{i,k}$ denotes the $k$th value of meta-features of $D_i$, $n$ is meta-feature length. Since the range of meta-feature value may be quite different, we normalize all meta-feature values into the same range $[0,1]$ to avoid the dominance of meta-feature having large values.

After identifying the most similar training datasets, we compute the SRR of all methods on the $k$ nearest dataset. The performance of the candidate methods for the new target datasets is estimated by aggregating the SRR values of all identified candidate methods. We did not give the same contribution to all the nearest neighbor datasets. Instead, following the recommendation [43], we weigh the contribution of each nearest dataset differently based on its distance to the target dataset.

Let $SRR_{i,m}$ be the performance measure of the $m$th method on training dataset $D_i$. Each $SRR_{i,m}$ is given a weight depending on the distance between $D_i$ and the target dataset, $D_{\text{tar}}$. The performance of the $m$th method on the target datasets $D_{\text{tar}}$ denoted as $SRR_{\text{tar},m}$ is estimated as (4).

$$SRR_{\text{tar},m} = \sum_{i=1}^{k} SRR_{i,m} w_i$$  \hspace{1cm} (4)

Where $k$ is the number of the nearest training datasets. A $w_i$ represents the similarity of the dataset $D_i$ to the target dataset $D_{\text{tar}}$.

A small distance represents a high similarity between dataset $D_i$ and the target dataset $D_{\text{tar}}$. Therefore, adopting [49], we use the reciprocal distance to determine the weight of each training dataset. If $\text{dist}(D_i, D_{\text{tar}})$ be the distance of dataset $D_i$ to the target dataset $D_{\text{tar}}$, then $1/\text{dist}(D_i, D_{\text{tar}})$ is the reciprocal distance of the $D_i$ and $D_{\text{tar}}$ and $\sum_{i=1}^{k} 1/\text{dist}(D_i, D_{\text{tar}})$ is sum of reciprocal distance between $k$ nearest neighbor datasets to the target dataset $D_{\text{tar}}$. The weight, $w_i$, is calculated as (5). Having calculated the performance of all methods on the target dataset, using equation 4, we rank all candidates of the training data selection method and pick the top three methods as the most suitable methods for a particular target dataset. The procedure of recommending the suitable methods is shown in Procedure 2.

$$w_i = \frac{1/\text{dist}(D_i, D_{\text{tar}})}{\sum_{i=1}^{k} 1/\text{dist}(D_i, D_{\text{tar}})}$$  \hspace{1cm} (5)

Procedure 2. Get Recommended Methods

Input:  
- meta-database \{mf_{i,1}, mf_{i,2}, ..., mf_{i,p}, mt_{i,1}, mt_{i,2}, ..., mt_{i,q} \} | 1 \leq i \leq n \},  
- where $mf$ and $mt$ are the meta-features and meta-target of dataset $D_i$. $p$ and $q$ denote the number of meta-features and candidate methods, respectively.  
- the number of test datasets ($n$); the number of nearest-neighbor datasets ($k$); target dataset ($D_{\text{tar}}$).

Output: recommended methods

1. extract meta-features of $D_{\text{tar}}$
2. for $i$ in 1 to $n$ do
   1. calculate $\text{dist}(D_i, D_{\text{tar}})$ based on the meta-features, using eq. (3)
3. end for
4. select $k$ nearest neighbor datasets
5. extract performance of all candidate methods on all $k$ nearest datasets
6. for $i$ in 1 to $k$ do
   1. adjusted the performance of each method on the nearest dataset $D_i$, $SRR_{i,m} = SRR_{i,m} w_i$, $w_i$ calculated using eq. (5).
3. end for
7. estimate the performance of candidate methods on the target dataset by aggregating the performance of each method on all $k$ nearest datasets, using eq. (4).
8. rank all candidate methods obtained in step 6
9. return the top three candidate methods.
3.4. Datasets

We experimented on 44 dataset releases widely used in defect prediction studies, i.e., PROMISE datasets. Table 3 presents the description of each release. The PROMISE dataset [50] contains several projects with various releases. Each release (version) has 20 independent attributes and a class attribute representing the defect number found in that release. Herbold [9] did not use proprietary datasets to avoid the influence of mixing open-source and proprietary datasets on the experimental results. He also eliminated small projects by choosing releases having at least 100 instances. Following his arguments, we selected 44 releases from 14 projects available from this repository.

3.5. Performance evaluation methods

We conducted a two-level evaluation of the proposed method. At the base level, we used strict cross-project defect prediction that utilizes multiple source datasets for training a model and a single dataset for testing the model. A dataset release is selected as the testing dataset for each cross-project defect prediction, while the remaining releases from other projects are used as candidate training datasets. We employed this approach since several training data selection methods at the project level [9], [20], [21] required multiple source training data. Using the experimental setup mentioned, we only need to execute the experiment once for each pair of training data selection and classifier required multiple source datasets. Using the experimental setup mentioned, we only need to execute the experiment once for each pair of training data selection and classifier.

Table 3. The description of benchmark datasets

<table>
<thead>
<tr>
<th>No</th>
<th>release</th>
<th>#instances</th>
<th>#defective</th>
<th>%defective</th>
<th>No</th>
<th>release</th>
<th>#instances</th>
<th>#defective</th>
<th>%defective</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ant-1.3</td>
<td>125</td>
<td>20</td>
<td>16%</td>
<td>23</td>
<td>lucene-2.2</td>
<td>247</td>
<td>144</td>
<td>58%</td>
</tr>
<tr>
<td>2</td>
<td>ant-1.4</td>
<td>178</td>
<td>40</td>
<td>22%</td>
<td>24</td>
<td>lucene-2.4</td>
<td>340</td>
<td>203</td>
<td>60%</td>
</tr>
<tr>
<td>3</td>
<td>ant-1.5</td>
<td>293</td>
<td>32</td>
<td>11%</td>
<td>25</td>
<td>poi-1.5</td>
<td>237</td>
<td>141</td>
<td>59%</td>
</tr>
<tr>
<td>4</td>
<td>ant-1.6</td>
<td>351</td>
<td>92</td>
<td>26%</td>
<td>26</td>
<td>poi-2.0</td>
<td>314</td>
<td>37</td>
<td>12%</td>
</tr>
<tr>
<td>5</td>
<td>ant-1.7</td>
<td>745</td>
<td>166</td>
<td>22%</td>
<td>27</td>
<td>poi-2.5</td>
<td>385</td>
<td>248</td>
<td>64%</td>
</tr>
<tr>
<td>6</td>
<td>arc</td>
<td>234</td>
<td>27</td>
<td>12%</td>
<td>28</td>
<td>poi-3.0</td>
<td>442</td>
<td>281</td>
<td>64%</td>
</tr>
<tr>
<td>7</td>
<td>camel-1.0</td>
<td>339</td>
<td>11</td>
<td>3%</td>
<td>29</td>
<td>redaktor</td>
<td>176</td>
<td>27</td>
<td>15%</td>
</tr>
<tr>
<td>8</td>
<td>camel-1.2</td>
<td>608</td>
<td>216</td>
<td>36%</td>
<td>30</td>
<td>synapse-1.0</td>
<td>157</td>
<td>16</td>
<td>10%</td>
</tr>
<tr>
<td>9</td>
<td>camel-1.4</td>
<td>872</td>
<td>145</td>
<td>17%</td>
<td>31</td>
<td>synapse-1.1</td>
<td>222</td>
<td>60</td>
<td>27%</td>
</tr>
<tr>
<td>10</td>
<td>camel-1.6</td>
<td>965</td>
<td>188</td>
<td>19%</td>
<td>32</td>
<td>synapse-1.2</td>
<td>256</td>
<td>86</td>
<td>34%</td>
</tr>
<tr>
<td>11</td>
<td>ivy-1.1</td>
<td>111</td>
<td>63</td>
<td>57%</td>
<td>33</td>
<td>tomcat</td>
<td>858</td>
<td>77</td>
<td>9%</td>
</tr>
<tr>
<td>12</td>
<td>ivy-1.4</td>
<td>241</td>
<td>16</td>
<td>7%</td>
<td>34</td>
<td>velocity-1.4</td>
<td>196</td>
<td>147</td>
<td>75%</td>
</tr>
<tr>
<td>13</td>
<td>ivy-2.0</td>
<td>352</td>
<td>40</td>
<td>11%</td>
<td>35</td>
<td>velocity-1.5</td>
<td>214</td>
<td>142</td>
<td>66%</td>
</tr>
<tr>
<td>14</td>
<td>jedit-3.2</td>
<td>272</td>
<td>90</td>
<td>33%</td>
<td>36</td>
<td>velocity-1.6</td>
<td>220</td>
<td>78</td>
<td>35%</td>
</tr>
<tr>
<td>15</td>
<td>jedit-4.0</td>
<td>306</td>
<td>75</td>
<td>25%</td>
<td>37</td>
<td>xalan-2.4</td>
<td>723</td>
<td>110</td>
<td>15%</td>
</tr>
<tr>
<td>16</td>
<td>jedit-4.1</td>
<td>312</td>
<td>79</td>
<td>25%</td>
<td>38</td>
<td>xalan-2.5</td>
<td>803</td>
<td>387</td>
<td>48%</td>
</tr>
<tr>
<td>17</td>
<td>jedit-4.2</td>
<td>367</td>
<td>48</td>
<td>13%</td>
<td>39</td>
<td>xalan-2.6</td>
<td>885</td>
<td>411</td>
<td>46%</td>
</tr>
<tr>
<td>18</td>
<td>jedit-4.3</td>
<td>492</td>
<td>11</td>
<td>2%</td>
<td>40</td>
<td>xalan-2.7</td>
<td>909</td>
<td>898</td>
<td>99%</td>
</tr>
<tr>
<td>19</td>
<td>log4j-1.0</td>
<td>135</td>
<td>34</td>
<td>25%</td>
<td>41</td>
<td>xerces-init</td>
<td>162</td>
<td>77</td>
<td>48%</td>
</tr>
<tr>
<td>20</td>
<td>log4j-1.1</td>
<td>109</td>
<td>37</td>
<td>34%</td>
<td>42</td>
<td>xerces-1.2</td>
<td>440</td>
<td>71</td>
<td>16%</td>
</tr>
<tr>
<td>21</td>
<td>log4j-1.2</td>
<td>205</td>
<td>189</td>
<td>92%</td>
<td>43</td>
<td>xerces-1.3</td>
<td>453</td>
<td>69</td>
<td>15%</td>
</tr>
<tr>
<td>22</td>
<td>lucene-2.0</td>
<td>195</td>
<td>91</td>
<td>47%</td>
<td>44</td>
<td>xerces-1.4</td>
<td>588</td>
<td>437</td>
<td>74%</td>
</tr>
</tbody>
</table>

3.6. Classification algorithm

We used six classifiers to assess the effectiveness of training data selection on defect prediction performance. We selected the classifiers based on [12], [52] and considered different “families” of previously successful classifiers in detecting defects [53], [54]. C4.5 (decision tree), LR (regression function), multi-layer perceptron (neural networks), Naive Bayes (probabilistic), random forest (ensemble method), and support vector machine were chosen as base classifiers. When experimenting, we used classifiers provided by WEKA with default parameters.

3.7. Performance measures

This experiment used two performance metrics, i.e., prediction performance and recommendation performance. The former indicates the suitability of training data selection methods for a given classification algorithm. Whereas the latter evaluates the proposed meta-learning approach. For the prediction performance, we used the AUC since the AUC is unaffected by the imbalanced class problem, is threshold-independent [22], and is widely used in SDP research [55]. For the recommendation performance, we used
the Spearman rank correlation coefficient (SRC), hit ratio (HR), and average recommendation accuracy (ARA).

Spearman rank correlation coefficient measures the ranking accuracy by evaluating the agreement between the rank of recommended methods and the optimal method on each dataset. SRC is calculated using (6) [56].

$$SRC = \frac{6 \times \sum_{i=1}^{n} (r_i - i_i)^2}{n^3 - n}$$  \hspace{1cm} (6)

Where $i_i$ and $r_i$ denote ideal and recommended ranking, $n$ represents the number of candidate methods. A value of +1 denotes a perfect match, and a value of -1 denotes a complete disagreement between the two rankings. Several meta-learning studies [39], [40], [43], [57] used this metric.

Hit ratio evaluates the matching between the recommended method with the optimal method for each dataset. Let $S_{opt,D}$ be a set of optimal methods whose classification performance falls within an optimal margin. Let $S_{rec,D}$ be the recommended method for a particular dataset. If $S_{rec,D}$ is the subset of $S_{opt,D}$, then hit count (Hit) is 1, indicating that the recommended method is deemed optimal. HR represents the proportion of total hit count to the number of recommendations (i.e., test datasets, denoted as N), i.e.,

$$HR = \frac{\sum_{n=1}^{N} Hit_n}{N} \times 100\%$$  \hspace{1cm} (7)

We adopt [58], [59] to define the optimal margin relative to the performance of the best method on a dataset. It was also used in [57]. If an optimal range is defined as (8).

$$opt.\text{ range} = \sqrt{pf_{best}(1-pf_{best})}/N_T$$  \hspace{1cm} (8)

Then the acceptable optimal margin is set as (9).

$$opt.\text{ margin} = [pf_{best} - k * opt.\text{ range}, pf_{best}]$$  \hspace{1cm} (9)

Where $pf_{best}$ is the best classification performance (AUC) on a particular dataset, $N_T$ is the size of the test dataset, and $k$ is the margin size. Thus, each training data selection method with classification performance within this optimal margin is considered optimal. We set $k$ to 3, corresponding to a 95 percent confidence level [58].

Recommendation accuracy measures the difference in performance between the recommended and the best method. Given that $M_{rec,D}$, $M_{best,D}$, and $M_{worst,D}$ be the recommended, the best, and the worst training data selection method on a dataset D, respectively, then this evaluation metric is defined (10).

$$RA = \frac{P_{M_{rec,D}} - P_{M_{worst,D}}}{P_{M_{best,D}} - P_{M_{worst,D}}} \times 100\%$$  \hspace{1cm} (10)

Where $P_{M_{rec,D}}$, $P_{M_{best,D}}$, and $P_{M_{worst,D}}$ represent the classification performance of $M_{rec,D}$, $M_{best,D}$, and $M_{worst,D}$. RA measures the recommendation accuracy for a single recommendation. Hence, the recommendation accuracy over all test datasets is defined as ARA, calculated using (11).

$$ARA = \frac{\sum_{n=1}^{N} RA_n}{N} \times 100\%$$  \hspace{1cm} (11)

Where $RA_n$ is recommendation accuracy on dataset n, while N is the number of test datasets.

### 3.8. Training data selection methods

We considered strict cross-project defect prediction [60] because it is prevalent in defect prediction studies [12]. Likewise, this approach does not require a labeled target data set, which an organization may not have when building an SDP model. The representative methods used in this study were chosen based on several factors, including their frequent use in SDP comparative studies [11], [13], [21], the granularity of the training data, and the selection strategy. Table 4 lists the included methods.
3.9. Research question (RQ): Does the proposed recommendation system effectively select the optimal training data selection method for a particular dataset?

Recent studies on cross-project defect prediction reported different results about the most effective training data selection methods. A training data selection method can perform well on one dataset but poorly on another. Hence, we proposed a meta-learning approach to recommend the optimal method for selecting training data for a particular dataset. However, whether the proposed meta-learning approach outperforms the baseline method across datasets is unclear. Therefore, we studied the feasibility of using meta-learning to recommend a suitable training data selection method.

4. RESULTS AND DISCUSSION

We proposed a recommendation system for selecting the training data selection method for a specified dataset, with the kNN as the meta-learning algorithm. We adopted a leave-one-out strategy to validate the recommendation performance. Each release serves as the test dataset, while the remaining releases serve as candidate training datasets. We used 44 different release datasets from 14 different projects. We varied the value of k to evaluate the proposed system. Hence, for each k, the experiment is repeated 44 times. The recommendation performance is calculated for each repetition. Once all values are obtained, the average value across 44 releases is computed. The recommendation performance is measured using SRC, HR, and ARA.

To examine the performance difference among the meta-models, we performed a multiple comparison test to show the difference between all pairwise meta-models that are statistically significant. We conducted the Friedman test followed by Wilcoxon signed-rank test at a 5% significance level. Subsequently, we applied the Bonferroni correction to reduce the cumulative error caused by multiple comparisons.

4.1. Spearman rank correlation

Table 5 summarizes the overall meta-learning recommendation in terms of SRC on various sets of meta-features. Value in brackets denotes the ranks of SRC among the meta-features. The baseline is the average ranking on the entire dataset [43], often used as a benchmark for recommendation quality [14]. A score higher than the baseline value suggests that the recommendation is of higher quality.

To evaluate the meta-learning, SRC values are compared to baseline and critical values. Table 5 shows that the proposed meta-learning outperforms the baseline. This experiment tried to find the best training dataset selection method out of 13 available methods. With a 5% significance level, two rankings are said to be positively correlated when the critical value for ranking is 0.484 [64]. Hence, the ranking accuracy of the meta-learning approach is better than the critical value.

Table 6 shows that SSStats statistically outperforms itemset, distance, correlation, and the baseline. However, it performs similarly to DC. Thus, SSStats and DC sit in the same position. In other words, the SSStats and DC are the most promising meta-features to induce the correct meta-model for recommending suitable training data selection methods.
In this approach, each software release is selected as the target dataset. When ant-1.3 is the target dataset, the other releases from the same project (i.e., ant-1.4–ant-1.7) are excluded from the training datasets. All the remaining releases from the other projects are combined as the candidate for training datasets. As a result, all target datasets from the same project use the same training datasets. It leads to a metadata generation issue. Since all target datasets from the same project have the same training datasets, the meta-feature values for those target datasets are the same. However, the meta-target values are different. Consequently, it creates inconsistent metadata, where several meta-instances have identical meta-feature values but different target attribute values. This situation complicates meta-learning.

### 4.2. Hit ratio and average recommendation accuracy

Table 7 and Table 8 summarize the overall meta-learning recommendation based on HR and ARA on various meta-features sets. Alg1, Alg2, and Alg3 denote the recommendation options, i.e., the first, the second, and the third recommended method, respectively, while Alg[1,2,3] is the top three recommended methods. The value in brackets denotes the rank of the recommendation option among the meta-features.

<table>
<thead>
<tr>
<th>Meta-feature</th>
<th>SStats</th>
<th>DC</th>
<th>Itemset</th>
<th>Correlation</th>
<th>Distance</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUC</td>
<td>0.645 ± 0.175 (1)</td>
<td>0.625 ± 0.187 (2)</td>
<td>0.561 ± 0.205 (4)</td>
<td>0.587 ± 0.202 (3)</td>
<td>0.553 ± 0.207 (5)</td>
<td>0.419 (6)</td>
</tr>
</tbody>
</table>

Table 6. Wilcoxon signed-rank test results of the SRC for all pairwise comparisons between meta-features

<table>
<thead>
<tr>
<th>Meta-feature</th>
<th>SStats</th>
<th>DC</th>
<th>Itemset</th>
<th>Correlation</th>
<th>Distance</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>SStats</td>
<td>X</td>
<td>= (0.3191)</td>
<td>+ (0.0000)</td>
<td>+ (0.0000)</td>
<td>+ (0.0000)</td>
<td>+ (0.0000)</td>
</tr>
<tr>
<td>DC</td>
<td>= (0.3191)</td>
<td>X</td>
<td>+ (0.0000)</td>
<td>+ (0.0000)</td>
<td>+ (0.0000)</td>
<td>+ (0.0000)</td>
</tr>
<tr>
<td>Itemset</td>
<td>-- (0.0000)</td>
<td>-- (0.0000)</td>
<td>X</td>
<td>-- (0.0222)</td>
<td>-- (1.0000)</td>
<td>-- (0.0000)</td>
</tr>
<tr>
<td>Correlation</td>
<td>-- (0.0000)</td>
<td>-- (0.0000)</td>
<td>+ (0.0222)</td>
<td>X</td>
<td>+ (0.0000)</td>
<td>+ (0.0000)</td>
</tr>
<tr>
<td>Distance</td>
<td>-- (0.0000)</td>
<td>-- (0.0000)</td>
<td>= (1.0000)</td>
<td>-- (0.0000)</td>
<td>X</td>
<td>+ (0.0000)</td>
</tr>
<tr>
<td>Baseline</td>
<td>-- (0.0000)</td>
<td>-- (0.0000)</td>
<td>-- (0.0000)</td>
<td>-- (0.0000)</td>
<td>-- (0.0000)</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 5 also shows a high SRC variance. This high variation may be attributed to the multi-source strict cross-project defect prediction characteristics [3, 12, 60]. In this approach, each software release is selected as the target dataset. When ant-1.3 is the target dataset, the other releases from the same project (i.e., ant-1.4–ant-1.7) are excluded from the training datasets. All the remaining releases from the other projects are combined as the candidate for training datasets. As a result, all target datasets from the same project use the same training datasets. It leads to a metadata generation issue. Since all target datasets from the same project have the same training datasets, the meta-feature values for those target datasets are the same. However, the meta-target values are different. Consequently, it creates inconsistent metadata, where several meta-instances have identical meta-feature values but different target attribute values. This situation complicates meta-learning.

Based on the recommendation options, the first recommended method (Alg1) consistently has the highest performance for both HR and ARA. The second (Alg2) and the third (Alg3) methods are then suggested. The difference in HR and ARA between Alg1 and the other two options (i.e., Alg2 and Alg3) is significant. The HR and ARA of the first recommended method are consistently higher than 87% and 85%, respectively. With the increased number of recommended algorithms, HR is also better. The HR for the top three recommended methods is over 96%, meaning that 96% of the top three recommended methods are the best.

We then compare the performance among the meta-features for both HR and ARA as well. We only include the first and the top three recommended methods. The recommendation model using SSStats achieves the highest HR, 92.39%. At the same time, DC and correlation reach the second-best and the third-best position. Whereas distance and itemset consistently ranked last. The difference in HR between the meta-features is nearly identical, within the range of [87.12–92.39]. As for the top three recommendation options, SSStats has the best hit ratio, reaching 97.73%. The SSStats has the highest ARA among the meta-features for...
all different recommendation options, i.e., 89.58%. Highlighting the first recommendation only, the ARA of SStats, DC, and correlation steadily in the first, second, and third position. At the same time, itemset and distance stand in the last two positions. The recommendation accuracy between the meta-features is almost similar.

The Friedman test found a significant difference in performance between pairwise meta-features. Hence, we proceed with the Wilcoxon signed-rank test and the Bonferroni correction. Table 9 displays the results of multiple comparison tests. The adjusted p-values for each comparison are shown in brackets. A '+' symbol indicates that the approach in a row is statistically better than the one in the column. A '-' denotes the opposite side, while '=' indicates an insignificant difference. Although SStats is better than DC for all possible pairwise comparisons (see Table 7 and Table 8) the difference is statistically insignificant. In all cases, SStats also outperforms itemset and distance.

Table 9. Wilcoxon signed-rank test results of HR and ARA for all pairwise comparisons between various meta-features

<table>
<thead>
<tr>
<th>classifier</th>
<th>Stats</th>
<th>DC</th>
<th>Itemset</th>
<th>Distance</th>
<th>Correlation</th>
<th>Stats</th>
<th>DC</th>
<th>Itemset</th>
<th>Distance</th>
<th>Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SStats</td>
<td>X</td>
<td>(0.6851)</td>
<td>+=(0.0000)</td>
<td>+(0.0057)</td>
<td>=(0.2229)</td>
<td>X</td>
<td>(0.2867)</td>
<td>+(0.0000)</td>
<td>+(0.0000)</td>
<td>+(0.0088)</td>
</tr>
<tr>
<td>DC</td>
<td>=(0.6851)</td>
<td>X</td>
<td>+(0.0002)</td>
<td>+(0.0541)</td>
<td>=(1.0000)</td>
<td>=(0.2867)</td>
<td>X</td>
<td>+(0.0000)</td>
<td>+(0.2038)</td>
<td>+(1.0000)</td>
</tr>
<tr>
<td>Itemset</td>
<td>+(0.0000)</td>
<td>+(0.0002)</td>
<td>X</td>
<td>+(0.6772)</td>
<td>+(0.0022)</td>
<td>+(0.0000)</td>
<td>+(0.0000)</td>
<td>X</td>
<td>(0.4961)</td>
<td>+(0.0033)</td>
</tr>
<tr>
<td>Distance</td>
<td>+(0.0005)</td>
<td>+(0.0541)</td>
<td>+(0.6772)</td>
<td>+(0.1335)</td>
<td>+(0.0000)</td>
<td>+(0.2038)</td>
<td>+(0.4961)</td>
<td>X</td>
<td>+(0.2702)</td>
<td></td>
</tr>
<tr>
<td>Correlation</td>
<td>+(0.2229)</td>
<td>+(1.0000)</td>
<td>+(0.0022)</td>
<td>+(0.1335)</td>
<td>X</td>
<td>+(0.0088)</td>
<td>+(1.0000)</td>
<td>+(0.0033)</td>
<td>+(0.2702)</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 10 compiles all evaluations at the meta-level. The '=' in brackets denotes that the corresponding meta-feature is statistically comparable to SStats, while '+' means that SStats statistically outperforms this meta-feature. We observed three points from Table 10. Firstly, the ranking accuracy (SRC) is better than the critical value meaning that the recommended and actual rankings are positively correlated. Thus, the proposed meta-learning approach works well in that the recommended methods have recommended rankings matching the actual rankings. Secondly, the proposed meta-learning has a good HR and ARA. It can effectively recommend the optimal method. The first recommended method has an HR of over 85% and an ARA of over 88 percent. Thirdly, the SStats outperforms other meta-features for both HR and ARA, despite being statistically insignificant in some cases. It means SStats is better than others at selecting training data method.

4.3. Classification Performance of the recommended method

At the base level, we compare the classification performance of recommended training data selection method to that of baseline methods. We choose the SStats as the meta-feature for the proposed meta-learning since it is the best meta-features based on the previous analysis. For baseline methods, we used Turhan09, Herbold13, PHe0114, and the majority method. Turhan09 represents the instance-based training data selection methods, while Herbold13 and PHe0114 represent the project-level and multi granularity-level methods. The majority method is a training data selection method that most frequently appears as the best method for the entire datasets. We rank the method candidates for each dataset based on their performance and then count how often a training data selection method obtains rank 1. The method with the most rank 1 is the majority method.

We plot SRC for different k values to see how the number of nearest neighbor datasets affects recommendation performance. We identify the k value where meta-learning performs optimally. Figure 3 shows that the SRC improves with more nearest neighbors. After k=6, the performance gradually decreases, and at a particular point, it is the default ranking. In most cases, the recommendation system outperforms the default ranking.

We then investigate k=6 because it is the optimal number for the proposed meta-learning. The results are shown in Table 11. Header %freq denotes how often a particular method performs best for whole datasets. The sum of %freq is higher than 100% since, for some datasets, more than one approach achieves
the optimal performance. Table 11 shows that the proposed meta-learning (MTL.rec1) outperforms the baseline methods (p-value is less than 0.05). The improvement of MTL.rec1 over the baseline method varies. It achieves a small improvement over the majority (i.e., δ=0.180), large improvement over Turhan09, Herbold13, and PHe0114 (i.e., δ=0.624, 0.584, 0.630, respectively, which higher than 0.474).

![Figure 3. The recommendation performance of SSstats for different values of k in terms of AUC](image)

<table>
<thead>
<tr>
<th>Methods</th>
<th>Mean ± stdv</th>
<th>% freq.</th>
<th>p-value</th>
<th>Effect size</th>
</tr>
</thead>
<tbody>
<tr>
<td>MTL.rec1</td>
<td>0.7129 ± 0.0960</td>
<td>80.68</td>
<td>--</td>
<td>--</td>
</tr>
<tr>
<td>majority</td>
<td>0.6938 ± 0.1156</td>
<td>67.80</td>
<td>2.726e-06</td>
<td>0.180</td>
</tr>
<tr>
<td>Turhan09</td>
<td>0.6302 ± 0.1114</td>
<td>9.95</td>
<td>2.437e-10</td>
<td>0.624</td>
</tr>
<tr>
<td>Herbold13</td>
<td>0.6148 ± 0.1056</td>
<td>14.39</td>
<td>3.465e-10</td>
<td>0.684</td>
</tr>
<tr>
<td>PHe0114</td>
<td>0.6293 ± 0.1082</td>
<td>7.58</td>
<td>7.685e-11</td>
<td>0.630</td>
</tr>
</tbody>
</table>

For further analysis, we compare the recommended and the majority method for each dataset, plotted in Figure 4. In addition, Figure 5 displays the recommended method for each classification algorithm. The ‘o’ denotes a hit, which is a correct recommended method, whereas ‘×’ represents the opposite side.

![Figure 4. Performance comparison between the recommended method and the majority method](image)

Figure shows that the recommended method performs the same as the majority when using LR and RF as classification algorithms. Therefore, we suspect that a method is dominantly superior to the others on most datasets, and it also happens to be the first recommended method. It is confirmed in Figure . However, the performance difference between the two examined methods is detected when using the other classifiers,
i.e., DT, NB, and SVM. It suggests that the majority method is not dominant, and the proposed meta-learning can identify the other method as the best-performing method for a given dataset. Since the performance of each method in Table 1 is the aggregate performance of all classifiers and the performance in some classifiers is nearly identical, the average performance of the recommended method and the majority method is not significantly different.

Figure 4 and Figure 5 raise a further question of whether the proposed system is still necessary. The dominant method only occurs in LR and RF but not for other classification algorithms. For the other classification algorithms, it appears that there is no dominant method, and the proposed system has succeeded in identifying the optimal method for a particular dataset. Hence, it indicates that the proposed system works properly and is still needed.

4.4. Answer to RQ

The meta-level analysis shows that the proposed meta-learning can effectively recommend the appropriate training data selection methods. The high values of the hit ratio and the average recommendation accuracy of the first recommended method, higher than 87% and 85%, indicate this. The base-level analysis also found that the recommended method outperformed the baseline methods.

Figure 5. Recommended training data selection method for each classification algorithm

5. CONCLUSION

The performance of an SDP model could be improved if it is trained using suitable training datasets. Hence, the correct identification of suitable training data is important. There are many methods to select the relevant training datasets. However, prior research found no single method performs uniformly across all datasets. Therefore, recommending the optimal training data selection method for a particular problem become essential. This study proposed a recommendation system to choose the appropriate training data selection methods for a particular dataset in a CPDP setting.

The proposed system works by first extracting meta-features of training datasets. It then evaluates the performance of each training data selection method on training datasets. Afterward, it creates a meta-knowledge database that relates dataset characteristics to the method performance, enabling us to select the optimal training data selection method. When an unseen dataset appears, the proposed system identifies the nearest neighbors datasets and the corresponding performances. It subsequently estimates the performance of training data selection methods on the unseen dataset and recommends the optimal method. We evaluated the proposed system using 44 datasets, 13 training data selection methods, and six classifiers under four performance metrics, i.e., the SRC, hit ratio (AR), average recommendation accuracy, and AUC. The results concluded that the recommendation system effectively recommended suitable training data selection methods. Also, the proposed method outperformed the baseline methods.
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