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ABSTRACT

This study initially seeks to identify the most optimal supervised learning algorithm to be used in predicting the perception of teacher performance, and then to evaluate its performance indicators that validate its predictive capacity. For this, the MATLAB R2021a software is used; the experimental results determine that the supervised learning algorithm k-nearest neighbor weighted (weighted KNN) will be correct in 98.10% in predicting the perception of teaching performance, this has been validated by carrying out two evaluations through its performance indicators obtained in the confusion matrix and the receiver operating characteristic (ROC) curve, in the first evaluation an average sensitivity of 97.9%, a specificity of 99.1%, an accuracy of 98.8% and a precision of 96.7% are observed, thus validating the ability of the weighted KNN model to correctly predict the perception of teacher performance; while in the ROC curve, values of the area under the curve (AUC) equal to 0.99 and 1 are obtained, with this it is possible to validate the capacity that the model will have to distinguish between the 4 classes of the perception of the university teaching performance.
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1. INTRODUCTION

The so-called efficient teaching systems are oriented to the use of resources for the development of learning sessions, the same ones that generate large volumes of data, which is why their treatment is relevant today, since from the information obtained, it will be possible to improve decision-making that leads to generating a positive impact on university quality [1]-[3]. Since the appearance of artificial intelligence, data science, supervised learning, data mining and natural language processing, important progress has been made in the university educational field in the search for the improvement of educational quality [4]-[6]. In the framework of globalization, many organizations rely on data mining to monitor quality and performance indicators [7]. Thus, in the case of university academic organizations, the creation of alternative models for the evaluation of teaching performance constitutes a challenge for the authorities, since their adequate identification will allow them to contribute to the improvement of the activities involved in university management and, therefore, in improving educational quality [8]. An aspect to take into account is
educational data mining, which is responsible for exploring indicators and parameters that come strictly from an academic environment, seeking to generate models of association in relation, under a prospective approach [9]-[11].

In the context of migration towards a teaching based on the use of technological tools, it is perceived in many cases that teachers have a poor use of technologies or virtual tools [12]-[14]; and it is that the teacher must have the capacity for adaptability and flexibility to the evolving environments of teaching that are being developed these days [15]-[17]; whose lack or lack influences the university educational quality, becoming a relevant and necessary aspect to permanently evaluate the teaching performance in various factors, with the purpose of implementing a quality education [18], [19]. In recent years, university educational institutions have carried out a poor systematization of teacher performance evaluation processes, so it is important to incorporate mechanisms that contribute to its assessment [20]; consistent with the evolution of data processing strategies [21], [22]; making these institutions more significant and even more effective [23].

There are today several methods based on machine learning that are relevant to analyze patterns linked to teaching performance, among which are the support vector machine (VSM), K-nearest neighbors (K-NN) or neural networks, showing effective results in the search to identify and understand influential factors in the improvement of academic quality [24], [25]. The K-NN method is one of the most frequently applied classification algorithms today in various research fields, being ideal for solving multi-category problems [26]. K-NN is a method in which, if the largest number of samples most adjacent to a sample belongs to a certain type, the sample called test or assay will belong to this [27], [28]. These classification models are evaluated through performance measures, comparing the predictions generated for a certain test or validation sample against the true classes of the same set [29].

In this sense, the objective of the article is to determine the performance indicators of the supervised learning method through K-NN, applied to the prediction of teaching performance. So also, describe its indicators such as accuracy, specificity, precision and sensitivity. The research is carried out in order to generate a prediction model that contributes to the improvement of teaching performance, the contribution of this type of study is based on making the early forecast of student satisfaction, which is linked to their academic performance, whose variable is of the utmost importance for the higher institution, in this way it will allow them to make decisions for improvement in a timely manner during the development of the academic cycle and not when it has already finished, taking into consideration the perception of the students in real time.

2. METHOD

2.1. Technique and instrument for data collection and validation of results

The technique used for data collection is the survey, and the instrument is made up of a questionnaire that includes 20 questions, divided into six factors for evaluating teacher performance. The data under study were collected during the academic years 2018, 2019 and 2020, resulting in a total of 963 evaluations, for each indicator of the data collection instrument. Table 1 shows the distribution of teachers who were evaluated in each academic semester.

In relation to the reliability of the data collection instrument, the content of the instrument is validated through [30], in said investigation, it is argued, the choice of the indicators, that, in general terms, their selection was made by the academic organizing committee of the higher institution. Table 2 specifies the factors that make up the data collection instrument, as well as its corresponding Cronbach’s Alpha, in order to demonstrate the reliability of the data collected.

| Table 1. Distribution of professors evaluated by academic semester |
|---------------------|------------------|----------------|------------------|------------------|------------------|------------------|
| Number of teachers evaluated | 157     | 160     | 164     | 165     | 161     | 156     |

| Table 2. Validation of data collected through Cronbach’s Alpha |
|---------------------|---------------------|---------------------|
| Coding              | Indicators of the data collection instrument | Cronbach’s alpha if the indicator is excepted Cronbach's alpha in general |
| IDD1                | Planning skill       | 0.993               |
| IDD2                | Ability of didactic strategies | 0.992               |
| IDD3                | Communication skills  | 0.992               |
| IDD4                | Ability to manage learning sessions | 0.994               |
| IDD5                | Ability to interact positively with students | 0.992               |
| IDD6                | Global evaluation of teaching performance | 0.994               |
2.2. Research design

The research design is of a non-experimental type, this is due to the fact that the variable under study is not influenced, but on the contrary, the analysis is carried out on its natural state. Figure 1 shows the stages that will lead to obtaining the predictive model of teacher performance through the supervised learning technique. In the first place, the data collection stage is highlighted, the same as having identified the predictive elements and the "target" or output variable (perception of teaching performance), we proceeded to use the MATLAB R2021a software with the purpose of identifying the performance indicators of the method to be used as part of the supervised learning, in order to obtain the predictive classification algorithm.

![Figure 1. Stages of data processing through supervised learning](image)

3. LITERARY REVIEW

The evaluation of the teaching performance corresponds to issuing a value judgment regarding the fulfillment of the responsibilities in the teaching-learning process, in order to obtain valid, objective and reliable information, and, finally, to determine the achievements reached by the students, as well as the development of work areas. Therefore, it is crucial to emphasize that this evaluation constitutes the fundamental strategy to improve educational quality. Without efficient teachers, education cannot be optimized or transformed [4]. In general, it can be said that it is necessary to evaluate teacher performance so that education, both virtual and face-to-face, reaches its potential. Therefore, predicting student dropout, teaching performance and academic performance in distance learning on virtual platforms is one of the main concerns of educational data mining (EDM) or educational data mining [31].

Yuliansyah et al. [32] it is pointed out that in various academic investigations interactions with decision trees, naive Bayes and k-nearest neighbors (k-NN) were analyzed, observing that these algorithms have a greater predictive power of performance. On the other hand, a systematic review published by Sokkhey and Okazaki [25] cites numerous articles dated between 2009 and 2016 that use data mining to predict not only academic desertion but, in general, the satisfaction of students with the factors of the teaching process, using system logs. Similar achievements were made by An et al. [26] in their study on early prediction of performance in virtual environments using machine learning and learning management system (LMS) logs. Studies such as the ones mentioned above show that performance could be predicted by applying machine learning algorithms to the recording of the different interactions with the virtual platform.

4. RESULTS AND DISCUSSION

Initially, the supervised learning algorithm that will be used in predicting the perception of university teaching performance will be identified, for which the classification learner technique is used through the MatLab environment. The first indicator to determine the most optimal algorithm is the accuracy validation, this indicator shows us how close the result is to a true prediction, that is, to correct positive...
predictions. Table 3 shows the most optimal algorithms to be used in predicting the perception of university teaching performance.

Table 3 shows that the most optimal algorithm to be used in predicting the perception of university teaching performance is the weighted k-nearest neighbor supervised learning algorithm (weighted KNN), because, with this algorithm, the model predictive will be 98.10% correct in university teaching performance. Once the most optimal algorithm has been initially identified, its performance is visualized through the performance indicators (sensitivity, specificity, accuracy and precision), this analysis is carried out for each of its teaching performance classes (class 1: regular, class 2: good, class 3: deficient, and class 4: very good) and in general, through the confusion matrix tool. The confusion matrix is represented by four quadrants, true positive (TP), false positive (FP), true negative (TN) and false negative (FN), these quadrants are very important, because they are used in the evaluation of performance indicators. Table 4 shows the results of the quadrants of the confusion matrix.

Table 4 shows us in the true positive (TP) quadrant, 280 predictions in class 1, 449 in class 2, 103 in class 3 and 112 in class 4, this means that the model will make that number of predictions for each class, correctly in the positive class; while in the true negative (TN) quadrant, 665 predictions are shown in class 1, 504 in class 2, 850 in class 3 and 849 in class 4, this means that the model will make that number of predictions for each class, correctly in the negative class; On the other hand, in the false positive (FP) quadrant, 8 predictions are shown in class 1, 3 predictions in class 2, 7 predictions in class 3 and no predictions in class 4, this means that the model will perform that number of predictions for each class incorrectly in the positive class. Finally, in the false negative (FN) quadrant, 9 predictions are shown in class 1, 6 predictions in class 2, 2 predictions in class 3 and 1 prediction in class 4, this means that the model will perform that number of predictions for each class incorrectly in the negative class. In the following Table 5, the results of the sensitivity and specificity indicators are shown, through these indicators it will be possible to observe in percentage terms the successes and errors of the supervised learning algorithm when used in the prediction of the perception of teaching performance academic.

### Table 3. Accuracy validation results

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy (Validation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weighted KNN</td>
<td>98.10%</td>
</tr>
<tr>
<td>Trilayered Neural Network</td>
<td>97.80%</td>
</tr>
<tr>
<td>Medium KNN</td>
<td>97.70%</td>
</tr>
<tr>
<td>Narrow Neural Network</td>
<td>97.70%</td>
</tr>
<tr>
<td>Fine Gaussian SVM</td>
<td>97.60%</td>
</tr>
<tr>
<td>Fine KNN</td>
<td>97.60%</td>
</tr>
<tr>
<td>Medium Neural Network</td>
<td>97.40%</td>
</tr>
<tr>
<td>Wide Neural Network</td>
<td>97.40%</td>
</tr>
<tr>
<td>Logistic Regression Kernel</td>
<td>97.30%</td>
</tr>
</tbody>
</table>

### Table 4. Results of the quadrants of the confusion matrix

<table>
<thead>
<tr>
<th>Class 1</th>
<th>Positive Classes</th>
<th>Negative Classes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>TP</td>
<td>FP</td>
</tr>
<tr>
<td>Regular</td>
<td>280</td>
<td>8</td>
</tr>
<tr>
<td>Good</td>
<td>449</td>
<td>3</td>
</tr>
<tr>
<td>Deficient</td>
<td>103</td>
<td>7</td>
</tr>
<tr>
<td>Very Good</td>
<td>112</td>
<td>0</td>
</tr>
</tbody>
</table>

The results in Table 5 show a sensitivity that is represented by the true positive rate (TPR) of 96.9% in class 1, 98.7% in class 2, 98.1% in class 3 and 99.1% in class 4, this means that the predictive model has the ability to discriminate the positive classes from the negative ones, in the percentages described according to each class. While the specificity indicator, which is represented by the false negative rate (FNR), shows an error rate of 3.10% in class 1, 1.30% in class 2, 1.90% in class 3 and 0.90% in class 4, this represents the probability that the model is confounded when predicting a negative class when it is a positive class. In the following Table 6, the results of the precision indicator are shown, through this indicator it will be possible to know the capacity of the weighted KNN supervised learning algorithm to detect only relevant data.

The results in Table 6 show an accuracy that is represented by the positive predicted values (PPV) of 97.2% in class 1, 99.3% in class 2, 93.6% in class 3 and 100% in class 4. This means that the predictive model has the ability to predict the positive classes, in the percentages described according to each class. While the error rate, represented by the false discovery rate (FDR), shows 2.80% in class 1, 0.70% in class 2,
6.40% in class 3 and 0.0% in class 4. By validating optimal values of accuracy, sensitivity, specificity and precision in the 4 classes of the supervised learning model, it can be stated that the weighted KNN algorithm perfectly handles the prediction of the perception of university teaching performance. Having performed the specific analysis (4 classes), it is shown in the following Table 7, the average results of the performance indicators (accuracy, sensitivity, specificity and precision).

<table>
<thead>
<tr>
<th>Table 6. Precision matrix for class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1</td>
</tr>
<tr>
<td>Class 2</td>
</tr>
<tr>
<td>Class 3</td>
</tr>
<tr>
<td>Class 4</td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

Table 7. General indicators of the weighted KNN algorithm

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Class 1: Regular</td>
<td>96.9%</td>
<td>98.8%</td>
<td>98.2%</td>
<td>97.2%</td>
</tr>
<tr>
<td>Class 2: Good</td>
<td>98.7%</td>
<td>99.4%</td>
<td>99.1%</td>
<td>99.3%</td>
</tr>
<tr>
<td>Class 3: Deficient</td>
<td>98.1%</td>
<td>99.2%</td>
<td>99.1%</td>
<td>93.6%</td>
</tr>
<tr>
<td>Class 4: Very Good</td>
<td>99.1%</td>
<td>100.0%</td>
<td>99.9%</td>
<td>100.0%</td>
</tr>
<tr>
<td>Total</td>
<td>97.9%</td>
<td>99.1%</td>
<td>98.8%</td>
<td>96.7%</td>
</tr>
</tbody>
</table>

The results in Table 7 show the general values of the performance indicators of the weighted KNN algorithm, where an average sensitivity of 97.9%, a specificity of 99.1%, an accuracy of 98.8% and a precision of 96.7% are observed. These percentages validate that the weighted KNN supervised learning algorithm has the ability to correctly identify the perception of university teaching performance among its 4 evaluation classes, correctly identifying positive and negative classes. Regarding the identification of the weighted k-nearest neighbor algorithm (weighted KNN), which indicates through the accuracy indicator that the predictive model will be 98.8% correct in the perception of university teaching performance, this result is similar and can be indicated which has better values than the one carried out in [31], where it is pointed out that the most efficient model to predict dropout in e-learning courses was with the K-NN algorithm, obtaining an accuracy of 94%.

Likewise, it is similar to the study carried out in [32] where it is indicated that the K-nearest neighbor algorithm presents the best prediction results of users in virtual education environments with an accuracy of 91%. Lee et al. [33] where the authors point out that an accuracy greater than 90, it is possible to optimally predict the graduation of the students. This statement is supported by [34], in this study the authors state that in supervised learning the precision of the algorithm depends on the accuracy, for this reason it is important that this indicator provides us with optimal values. In relation to the evaluation of the performance indicators through the confusion matrix where an average sensitivity of 97.9%, a specificity of 99.1% and precision of 96.7% are observed, which validate the capacity of the weighted KNN algorithm to correctly predict the perception of university teaching performance. Qu et al. [34] it is pointed out that an accuracy of 97.2% and a sensitivity of 96.5% validate the capacity of the optimal performance of the classifier algorithm. Similarly, Lee et al. [33], accuracy, precision and sensitivity values of 87.44%, 52.84% and 50.68%, respectively, were obtained, which will be applied in the prediction of students who graduate on time. As indicated in [35] a high percentage of sensitivity is important because it reflects the ability of the supervised learning model to predict positive classes and a high percentage of accuracy reflects the ability to distinguish only relevant data.

Next, the performance of the classification model is evaluated by means of the receiver operating characteristic curve (ROC) technique, taking into account that the closer the value of the area under the curve (AUC) is to 1, it can be indicated that the predictive model through the weighted KNN algorithm will have optimal performance when used in predicting the perception of university teaching performance. In Figure 2, the ROC curve for class 1 is shown. Figure 2 shows a true positive rate (TPR) of 97% and the probability of a false prediction of the regular performance of the university professor, represented by the false negative rate (FNR) of 1%, with an optimal value of the area under the 0.99 curve.

Figure 3 shows the ROC curve for class 2. As evidenced in the figure, the TPR is 99%. While the probability of a false prediction of good university teaching performance is represented by the FNR of 1%, with an optimal value of the low area of the curve of 1. Figure 4 shows the ROC curve for class 3. As can be seen, the TPR is 98%. While the probability of a false prediction of poor university teaching performance, represented by the FNR of 1%, with an optimal value of the area under the curve of 1.
Finally, Figure 5 shows the ROC curve for class 4. As evidenced in the figure, the TPR is 99%. While the probability of a false prediction of low university teaching performance, represented by the FNR is 0.0%, with an optimal value of the area under the curve of 1. In this way, the optimal performance of the supervised learning model through the weighted KNN algorithm to be used in predicting the perception of university teaching performance.

Figure 2. ROC curve for class 1 (regular)  
Figure 3. ROC curve for class 2 (good)  
Figure 4. ROC curve for class 3 (deficient)

Analyzing the precision of the algorithm interpreting the AUC/ROC indicator, we can say that the results achieved are good enough to support the relevance of the use of the predictive model in the perception of teacher performance. In relation to the results of the Receiver Operating Characteristic Curve (ROC) where values of the area under the curve (AUC) equal to 0.99 and 1 are obtained, and a True Positive Rate (TPR) equal to 98% and 99%, with which the capacity that the model will have to distinguish between the 4 classes of the perception of university teaching performance can be validated, our study is supported by the one carried out in [36] where an area under the ROC curve of 0.805 and an area under the ROC curve of 0.805 were obtained accuracy of 75.42% in the prediction of academic risks in engineering careers, stating that the results achieved are good enough to support the relevance of the use of models in prediction; Likewise, in [37], AUC values equal to 0.785 and 0.833 were obtained, with a TPR of 88%, affirming an
optimal prediction of students with low satisfaction in the virtual learning environment. As indicated in [36] the results of the classification and forecasting process when using the KNN algorithm, represents benefits in the ease of interpretation and comparability of the results, contextualizing this result in the university environment, for a teacher it is important to know the different ways in which a student relates to the educational process and much better if they can take actions in a timely manner to facilitate student learning and improve their satisfaction, re-conceptualizing the role of the teacher in terms of managing virtual environments Learning.

Figure 5. ROC curve for class 4 (very good)

5. CONCLUSION

We can affirm that the supervised learning model through the weighted KNN algorithm will fit properly and will be able to make a good prediction on the test data set in terms of general accuracy, as well as the accuracy of the 4 performance perception classes university teacher (class 1: fair, class 2: good, class 3: deficient, and class 4: very good). The prediction of the weighted KNN algorithm has an accuracy of 98.8% and a precision of 96.7%, thus validating the ability of the model to correctly predict and distinguish between the 4 classes of the perception of university teaching performance, likewise its implementation will allow obtaining information in real time for decision-making of university academic management, since the University under analysis continues to use traditional mechanisms such as surveys that are carried out at the end of the cycle, however, this algorithm will allow decisions to be made in a timely manner and not when the academic year ends. As future work, it is recommended to expand the line of research, by determining models of the other professional careers of the higher institutions, which must in turn cover the 10 academic cycles, this analysis is relevant, because the satisfaction of the student university, is directly related to the performance and professional skills acquired during their stay at the university; likewise, it is suggested to extend the line of research in other careers and for the 10 cycles, of the same, also carrying out; In the same way, a model can be identified to detect students in a situation of academic risk in real time, which will give the opportunity to carry out educational interventions in a timely manner that will reduce the problem of poor academic performance.
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