Supervised learning using support vector machine applied to sentiment analysis of teacher performance satisfaction
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ABSTRACT

Satisfaction with teaching performance is an important measurement process in higher education institutions, for this reason, applying sentiment analysis to the opinions of university students through the support vector machine (SVM) Fine Gaussian supervised learning algorithm represents an important contribution to the academic literature. This article identifies the best classification algorithm according to performance parameters for predicting student satisfaction with teaching performance through sentiment analysis; the subsequent implementation of the research has the purpose of strengthening teaching practices, in addition to allowing continuous training of teaching for the benefit of student learning. This article has provided a compact predictive model, with literature review based on SVM and sentiment analysis techniques. Through the machine learning classification learner technique, it is identified that the SVM algorithm: Fine Gaussian SVM is the one with the best accuracy equal to 98.3%. Likewise, the performance metrics for the four classes of the model were identified, which have a sensitivity equal to 88.89%, a specificity of 98.04%, a precision of 99.21% and an accuracy of 98.85%.
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1. INTRODUCTION

The educational sector is incorporating information and communication technologies (ICT) in university activities in order to develop students’ skills [1]. In particular, digital media, web applications and learning-teaching systems play a fundamental role in improving educational quality [2]-[4]. Educational institutions, in this search for opportunities to improve, have been identifying models to assess student satisfaction in line with trends in quality management and performance excellence [5], [6]. Christie et al. [7] point out, getting to know the dimension of student satisfaction with the institution they attend will allow identifying both positive and negative aspects, the latter being fundamental when determining strategies to improve education. Salas and Rueda [8] raises the importance of finding reliable ways to measure university student satisfaction, taking advantage of the explosive increase in the use of the Internet, because this would allow university institutions to know their reality and take corrective measures corresponding.
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With the rapid growth of social networking applications, people use these platforms to express their opinions on everyday issues [9]. One of the platforms in which users can give an opinion is Twitter, through it the sentiment of the users is known [10], [11]. These opinions and comments can be extremely beneficial for organizations interested in knowing the public opinion about the services they offer. Ahmad et al. [12] this type of opinion can be obtained in another way through collection instruments such as questionnaires, which is undoubtedly a relatively arduous activity. Therefore, manually extracting an opinion from a large number of user comments is not feasible. Given this, one solution is to use an automatic method, used for the purpose of analyzing the polarization of users’ sentiments.

Carrying out sentiment analysis is linked to the process that consists of representing opinions in terms of assessments, attitudes and emotions on a specific topic, generally sentiment analysis fulfills two tasks, firstly, to recognize the expressions of sentiment and define the orientation of the sentiment expressed by users [13], [14]. Barrett et al. [15] it is indicated that analyzing opinions is an activity linked to the natural language process (NLP) that allows identifying the opinions related to an object within a common context, the latter being a research technique that analyzes a determined sample of texts that are usually born in digital environments such as social networks [16]. To carry out sentiment analysis, methods can be applied with pre-established emotion dictionaries, also known as lexicons, or methods such as data mining and machine learning, which consists of building algorithms that learn to automatically classify large data sets [17]. Data mining allows us to identify patterns in large data sets, one of its characteristics is to be predictive, having the possibility of indicating what will happen, using statistics and probabilities of information that is hidden in stored data [18]. Currently, machine learning, which is a subfield of computer science and artificial intelligence, can be used to make predictions. Machine learning is a form of artificial intelligence that trains a virtual machine through data mining to automate data analysis processes, among other features [19].

Supervised learning emerges from machine learning in which algorithms that work from labeled data are grouped, these algorithms use a data history to be trained with the purpose of predicting an output value [20]. These algorithms can be based on probabilistic models such as Naïve Bayes (NB), logical models such as random forest (RF) or geometric models such as the support vector machine (SVM). The aforementioned algorithms have obtained the best results in sentiment analysis, a task that focuses on classifying tagged tweets into three classes: positive (P), negative (N) and neutral (NEU) of the language used in it [21], [22]. Within the group of algorithms with the highest performance, SVM is often applied as an automatic classification technique for polarity detection from textual data, it consists of identifying the hyperplane that best separates two or more classes of instances belonging to a data set [23], [24]. Instead of focusing on reducing the training error like other classification algorithms, SVM focuses on minimizing the generalization error by widening the margins between the separation hyperplane and the instances, with the purpose of minimizing the structural risk, proposed in the statistical theory of learning [25].

In this sense, applying sentiment analysis to the opinions of university students through the SVM Fine Gaussian supervised learning algorithm represents an important contribution to the academic literature. First, although this type of sentiment analysis can be found in several high-level database articles, research showing models in the field of education is scarce. In other words, this study can be used for future research that analyzes text sets to identify the best classification algorithms according to their performance parameters. Given the above, this article aims to identify the best classification algorithm according to performance parameters for predicting student satisfaction with teaching performance through sentiment analysis. Taking into account the above, this research is divided into five sections, including this introduction. In the Section 2, the literary review is theoretically detailed, in the Section 3 the methodology used for data collection and the data processing technique is described. The Section 4 shows the results and discusses them against other similar studies; finally, in the Section 5, the most relevant conclusions are presented and future research is presented.

2. LITERARY REVIEW

Emotion analysis, defined as an area of computational study of opinions, feelings and emotions expressed in texts, has been combined with machine learning, data mining and natural language processing techniques. In the area of education, it has been sought to apply the analysis of emotions in order to improve the teaching-learning process. There is research that demonstrates the advantages of using social networks to encourage the participation of university students to express themselves freely [26], [27].

Teacher evaluation is considered a resource to conduct the work of teachers according to the performance obtained and a source to measure their performance is the assessment by students, which is called a model based on the opinion of students [28]. In the work reported by Ortigosa et al. [29] they carry out an analysis of the global comments to the teachers, with which they conclude that it is a good indicator, since it reveals qualities of the teacher in his work. The continuous improvement in the teaching-learning process has focused its efforts to conclude the components that determine the teaching work carried out...
properly, instruments such as questionnaires for the evaluation of teaching by the students seek to have the opinion of the students, which have figured as one of the most examined and applied tools for this purpose [30].

In relation to relevant studies on this topic, we have in [31], the study of sentiment analysis of tweets that uses the machine learning approach with Naive Bayes and SVM supervised classification algorithms, which shows optimal results compared to traditional techniques. In the same line of research proposals, such as the one carried out in [32], have been carried out in a flexible way in terms of the application of sentiment classification techniques based on machine learning, confirming the importance of the domain to build accurate data extraction systems opinions, in addition to the influence of the size of the data set. Likewise, the research carried out in [33] focuses on the combination of two machine learning algorithms, SVM and decision tree rules, which highlight that the metrics of these algorithms are not only useful in reviewer classification, but also are free of undesirable biases that allows it to be considered optimal both in terms of utility and satisfaction. On the other hand, in the study of [34] the machine learning technique has been used for sentiment analysis, the comparative experiment revealed the superior precision of the method used in terms of extracting multiple review elements, in relation to other methods. Approaches such as the study of [35], where algorithms based on dictionaries are used to carry out the classification of sentiments, represent the importance of the use of these techniques. The study presented by [36] analyzes Twitter opinions using machine learning; the novelty of the proposed approach is that the publications acquire a weight for each comment.

3. METHOD

The research work takes as a unit of analysis the comments or opinions expressed on the social network twitter by the students enrolled in the course of automatic process control, of the professional school of mechanical and electrical engineering. This period for acquiring comments or opinions is from week 9 to week 13 of the academic semester. The comments or opinions obtained were stored in a "csv" extension format, for later conditioning, which is done to obtain the polarization of the comments made by the twitter social network through sentiment analysis. The conditioning or pre-processing consists of eliminating repeated texts, individual characters that are isolated, empty spaces that are too many, between text and text, as well as converting all texts to lowercase. Next, the sentiment analysis of the tweets written in English is carried out; the result obtained will be the quantification of the sentiment contained in each comment or opinion written by the student. The polarization of comments or opinions are classified into positive polarity, neutral polarity and negative polarity. Likewise, the information collected was processed using the Classification Learner technique, to identify the best Machine Learning algorithm, through its performance parameters. Finally, once the algorithm for predicting teacher performance satisfaction with the best accuracy has been identified, the capabilities of the parameters. Figure 1 shows the acquisition, processing and identification diagram of the predictive model.

![Figure 1. Diagram of acquisition, processing and identification of the predictive model](image)

4. RESULTS AND DISCUSSION

As part of the results, the identification of the main parameter begins, which is the assessment of the accuracy with which the model has classified the instances in the training phase. Since it is a prediction model, we are interested in knowing if which algorithm performs predictions better. In this sense, Table 1 shows the results generated, which show that the SVM algorithm: Fine Gaussian SVM, is the one with the best accuracy of 98.3% for predicting student satisfaction with performance teacher through sentiment
Supervised learning using support vector machine applied to sentiment analysis. Being the accuracy the percentage of data that the model has classified correctly, it can be indicated that 98.3% of the number of positive predictions with this algorithm will be true.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM: Fine Gaussian SVM</td>
<td>98.3%</td>
</tr>
<tr>
<td>SVM: Cubic SVM</td>
<td>93.1%</td>
</tr>
<tr>
<td>SVM: Quadratic SVM</td>
<td>93.1%</td>
</tr>
<tr>
<td>SVM: Linear SVM</td>
<td>83.6%</td>
</tr>
</tbody>
</table>

Selecting the classification algorithm according to the presented accuracy, the confusion matrix is shown, which compares the values that are predicted in the model with the real ones, through this analysis the sensitivity parameter will be identified, of the classes of the Fine Gaussian algorithm SVM, which is represented by the polarity of sentiments (positive polarity, negative polarity and neutral polarity) regarding student satisfaction with teaching performance, it is necessary to indicate that each column of the matrix represents the number of predictions for each class performed by the model, while each row reflects the actual values for each class. Similar to the development of the research using the SVM algorithm, the study by [37] indicates that they used the Twitter API to extract tweets. These were used to identify tweets as negative or positive; several algorithms were used to classify the tweets, obtaining the best results with the SVM classifier, which achieved an accuracy of 83% compared to the Naive Bayes (NB) which showed a classification accuracy of 82.7%. Likewise, Barhan and Shakhomirov [38] they proposed the supervised method to classify Twitter data. The results of this experiment showed that the SVM showed better performance than other algorithms with 88% accuracy. Similarly, Sadiq et al. [39] the experiment performed showed that the value stream mapping (VSM) algorithm performed better than the Naïve Bayes algorithm, achieving an accuracy of 81% and a retrieval accuracy of 74%.

Shown in Figure 2 are the false negative percentage (FNR), which represents the probability that the test will miss a true positive, and the true positive rate (TPR), which represents the probability that a positive result will be missed be actually positive. As can be seen, of the 3 polarities of sentiments towards teacher performance satisfaction, the neutral polarity (class 2) and positive polarity (class 1) show 100% sensitivity, this means that the Fine Gaussian SVM algorithm has a 100 % ability to correctly detect a true positive (TP), which are the correct predictions for both classes, from a false negative (FN). On the other hand, the negative polarity (class 1) shows a percentage of true positives of 66.7% and a percentage of false negatives of 33.3%, that is to say that the algorithm in 33.3% can show negative value predictions when the value should really be negative be positive.

![Figure 2. Rates of TPR and FNR in the Confusion Matrix](image)

In Figure 3, the percentage of the positive predictive values (PPV) and the false discovery rate (FDR) are shown. As observed, the negative polarity (class 1) and neutral (class 2) show the highest precision value, in this case 100%, while the positive polarity (class 3) has a capacity of 97.6% and a percentage of false discoveries of 2.4%, that is to say, that only 97.6% of the sentiments really have positive polarities and only 2.4% of sentiments will be wrong in the prediction.
Below are receiver operating characteristic (ROC) curves that represent one method of establishing the accuracy of the algorithm. It should be noted that the closer the area under the curve (AUC) indicator is to one, the better the algorithm will perform. Figure 4 shows the ROC graph for class 1 (negative polarity), where it is evident that there is an accuracy of 98%. Another aspect to highlight is the discrimination threshold, whose values are 0.67 and 0 for TPR and TFP, respectively.

Figure 4. ROC curve for polarity negative

Continuing with the analysis of the performance of the algorithm in Figure 5, the relationship between sensitivity and specificity for classes 2 and 3 is shown. Figure 5(a) shows the ROC plot for classes 2 and 3, showing an accuracy of 100%. While the discrimination threshold is 1.00 for TPR and 0.00 for TFP. Figure 5(b) shows the ROC graph for class 3 (positive polarity), where it is evident that there is a precision of 100%. While the discrimination threshold is 1.00 for TPR and 0.06 for TFP.

Through what is obtained in Table 2, the performance metrics of the Fine Gaussian SVM algorithm are shown, for the four classes (1: negative polarity, 2: neutral polarity and 3: positive polarity), in general it is possible to visualize optimal parameters of performance with a Precision of 99.21%, a Sensitivity of 88.89%, a Specificity of 98.04% and an Accuracy of 98.85%. The results obtained show an accuracy of the Fine Gaussian SVM algorithm of 98.85%, with which it can be pointed out that the predictive model presented will show optimal performance, supported by what was obtained in [10], where it is pointed out that the results related to the accuracy of the classifier correspond to 72%. These results can help predict interests or future trends with greater confidence, as was verified in a test where tweets were classified according to the positive or negative polarity of their sentiment.

In relation to other works that have contributed similar topics, the SVM algorithm used in [21] indicates that the support vector machine algorithm is the best used to correctly classify the sentiment of the tweets, whether positive or negative, for such this reason, the experiments were performed using a large training dataset and the algorithm achieved a high accuracy of around 87%. Regarding the use of machine learning and text mining in the area of education, in [40] it is pointed out that the Ensemble Bagged Trees classification algorithm shows an accuracy of 81.3%, for the 4 classes (levels of satisfaction) of the predictive model satisfaction of teaching performance in the virtual environment. In the same way, in [41] a supervised learning model is carried out for the predictive system of personal and social attitudes of university students of professional engineering careers, through the logistic regression kernel algorithm, an accuracy of 91.96%.
Supervised learning using support vector machine applied to sentiment analysis

... (Omar Chamorro-Atalaya)

is obtained, a precision of 79.09%, a Sensitivity of 75.66% and a Specificity of 92.09%. Similarly, Salas and Rueda [8] it is pointed out that the decision tree technique allows identifying 8 predictive models on the interaction and communication of students in the social network Facebook during the teaching and learning process. Likewise, as indicated in [37], 3 predictive models were made through the decision tree technique, which allowed the students of the Basic Applied Statistics subject to be more motivated and satisfied to use the application of data science during the teaching-learning process. Similarly, in Atalaya et al. [22], in order to improve educational quality, the k-nearest neighbors (K-NN) algorithm was used in the predictive analysis of the quality of the university administrative service in the virtual environment, identifying that the algorithm's metrics have an accuracy of 92.77 %, a sensitivity of 86.62% and a specificity of 94.7%, with a total accuracy of 85.5%. Finally, another investigation that is important to compare our findings is that of [42], where the students' academic studies performances were analyzed and predicted using three data mining techniques: decision tree, multilayer of perception and Naïve Bayes. Being this last algorithm that showed a prediction accuracy of 86%, thereby helping teachers to detect those students who are expected to obtain a low grade.

![Figure 5. ROC curve for (a) neutral polarity and (b) positive polarity](image)

**Table 2. Fine Gaussian SVM algorithm performance parameters**

<table>
<thead>
<tr>
<th></th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Accuracy</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negative polarity</td>
<td>66.67%</td>
<td>100.00%</td>
<td>98.28%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Neutral polarity</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
<td>100.00%</td>
</tr>
<tr>
<td>Positive polarity</td>
<td>100.00%</td>
<td>94.12%</td>
<td>98.28%</td>
<td>97.62%</td>
</tr>
<tr>
<td>Total</td>
<td>88.89%</td>
<td>98.04%</td>
<td>98.85%</td>
<td>99.21%</td>
</tr>
</tbody>
</table>

5. CONCLUSION

In this age of technology and digitization, Twitter becomes a rich source for sentiment analysis and text mining. The objective of this article is to identify the best classification algorithm according to performance parameters for the prediction of student satisfaction with teaching performance through sentiment analysis. This article has provided a compact predictive model, with literature review based on SVM and sentiment analysis techniques. Through the automatic learning classification technique, it is identified that the SVM algorithm: Fine Gaussian SVM, is the one that presents a better accuracy of 98.3%, thus validating that SVM is one of the techniques of most used classification for polarity detection from textual data. Likewise, the performance metrics of the Fine Gaussian SVM algorithm were identified for the four classes (1: negative polarity, 2: neutral polarity and 3: positive polarity), which have a precision of 99.21%, a sensitivity of 88.89%, a specificity of 98.04% and an accuracy of 98.85%, for the prediction of student satisfaction with teaching performance. It is recommended to implement this proposed algorithm, for the identification of factors that affect university satisfaction with the quality of the educational service in order to take the pertinent corrective action.
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