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ABSTRACT

In the internet, router plays a strategic role in the transmission of data packets. Active queue management (AQM) aimed at managing congestion by keeping a reduced average buffer occupancy and hence a minimal delay. The novel random early detection (RED) algorithm suffers from large average buffer occupancy and delay shortcomings. This problem is due in part to the existence of a distinctive linear packet drop function it deploys. In this paper, we present a new version of RED, called improved RED (IM-RED). An important strategy of IM-RED is to deploy two dropping functions: i) nonlinear (i.e. quadratic) to deal with both light- and moderate- network traffic load conditions, and ii) linear to deal with heavy traffic load condition. Simulation experiments conducted using open-source ns-3 software to evaluate and compare the functionality of the proposed IM-RED with other two previous AQM algorithms confirmed that IM-RED reduces the average buffer occupancy and obtained an improved delay performance especially at heavy network traffic load scenario. Very fortunately, since RED algorithm is known to appear as a built-in model in ns-3 and even Linux kernel, its implementation can therefore be leveraged to obtain IM-RED while only adjusting the packet dropping probability profile and holding on to its other attributes.
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1. INTRODUCTION

The massive development of digital technologies and continuous rise in the number of Internet users leads to the problem of inevitable growth of congestion in the current internet [1]–[4]. Network congestion is a situation in which the size/amount of generated data traffic exceeds the capacity of network’s resource. In the Internet, a key resource like routers play a crucial role of handling large traffic loads is affected by congestion [3]. Congestion has an adverse effect of degrading network performance [5]-[7]. Therefore, avoidance/control of congestion is imperative in order to ensure an improved quality of service for users on the Internet [7], [8]. Traditionally in Internet routers, DropTail algorithm drops packet only when the buffer is full. Some of the drawback of this approach includes large delay, buffer overflow problems, global synchronization, and network deadlock [9]. By contrast, active queue management (AQM) algorithms detects
incipient congestion early and proactively sends a congestion feedback (through a packet dropped) to end-systems to regulate their transmission rate before overflow occurs in the queue of the buffer [10]–[12].

The random early detection (RED) algorithm developed by Floyd and Jacobson [13] in the early 90’s is a typical form of AQM algorithm. RED, which yields an improved results than DropTail has been recommended by internet engineering task force (IETF) for implementation in Internet routers for congestion control [9]. RED has the following associated important four parameters: $THmin$ (that is, lower queue threshold position), $THmax$ (that is, upper queue threshold position), $max_p$ (that is, the maximum packet drop probability), and $w_q$ (that is, the weight factor: $0 < w_q < 1$).

One important aspect of RED is the computation of average queue size ($qAvg$) (that is, the average buffer occupancy) which is used as an indicator for congestion. A low-pass filter exponential weighted moving average (EWMA) is usually employed for the computation of $qAvg$ according to (1) for each packet arrival into the router:

$$qAvg = \begin{cases} 
(1 - w_q) \times qAvg' + (w_q \times q), q \neq 0 \\
(1 - w_q)^m \times qAvg', otherwise 
\end{cases} \quad (1)$$

where:

$q$ indicates the current queue size, $qAvg'$ indicates the computed old average buffer occupancy, $w_q$ ($0 < w_q < 1$) is a pre-defined weight parameter to calculate average buffer occupancy, and $m$ which refers to the idle time parameter is computed according to (2):

$$m = f(time - q_{idle\_time}) \quad (2)$$

where $q_{idle\_time}$ indicates the beginning of the queue idle time.

Subsequently, a decision is made whether to enqueue or reject the packet. In a situation where the numerical value of the average buffer occupancy is less than $THmin$, all incoming packets will be accepted and inserted into the queue. In cases when $THmin \leq qAvg < THmax$, arriving packets are linearly dropped; this linear function rises from 0 to $max_p$. However, in cases when the average buffer occupancy is greater than $THmax$, all arriving packets are dropped with probability 1. The packet drop function for RED is given as:

$$P_b = \begin{cases} 
0 \text{ for } qAvg < THmin \\
max_p \left( \frac{qAvg - THmin}{THmax - THmin} \right) \text{ for } THmin \leq qAvg < THmax \\
1 \text{ for } THmax \leq qAvg 
\end{cases} \quad (3)$$

such that,

$$P_f = P_b \left( \frac{1}{1 - count \times P_b} \right) \quad (4)$$

where $P_b$ indicates the initial packet dropping probability; $P_f$ indicates the final packet dropping probability and $count$ denote the number of arrived packets since the last dropped.

One major weakness of RED, specifically as it relates to the distinctive linear drop function utilized when the average buffer occupancy varies between $THmin$ and $THmax$ is that it tends to behave too aggressively when traffic load is light (that is, when network congestion is not serious) and not aggressive enough at heavy traffic load (when congestion in the network is serious) [14]. In fact, Paul et al. [15] described the distinctive linear drop function of RED as inadequate. Hitherto, RED being the oldest form of AQM algorithm remains a vastly studied and improved algorithm [6], [14], [16]–[18]. Accordingly, its common to find an enormous RED-oriented algorithms in literature.

The nonlinear RED (NLRED) algorithm in Zhou et al. [14] has turned out to perform better than RED in terms of throughput due to the presence of a quadratic drop function utilized when $THmin \leq qAvg < THmax$. This quadratic function rises from 0 to $max'_p$ (in which $max'_p = 1.5 \times max_p$). The packet drop function for NLRED is expressed according to (5).

$$P_b = \begin{cases} 
0 \text{ for } qAvg < THmin \\
max'_p \left( \frac{qAvg - THmin}{THmax - THmin} \right)^2 \text{ for } THmin \leq qAvg < THmax \\
1 \text{ for } THmax \leq qAvg 
\end{cases} \quad (5)$$
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The gentle RED (GRED) suggested in Floyd [19] can be rightly described as an improved version of RED algorithm such that when the average buffer occupancy exceeds $TH_{\text{max}}$, packets are not forced drop. In GRED, when $TH_{\text{max}} < q_{\text{Avg}} < 2 \times TH_{\text{max}}$, arriving packets are linearly dropped. This linear function rises from $max_p$ to 1. The packet drop function for GRED is expressed according to (6).

$$P_b = \begin{cases} 
0 & \text{for } q_{\text{Avg}} < TH_{\text{min}} \\
max_p \left( \frac{q_{\text{Avg}} - TH_{\text{min}}}{TH_{\text{max}} - TH_{\text{min}}} \right) & \text{for } TH_{\text{min}} \leq q_{\text{Avg}} < TH_{\text{max}} \\
max_p + (1 - max_p) \left( \frac{q_{\text{Avg}} - TH_{\text{min}}}{TH_{\text{max}}} \right) & \text{for } TH_{\text{max}} \leq q_{\text{Avg}} < 2 \times TH_{\text{max}} \\
1 & \text{for } 2 \times TH_{\text{max}} \leq q_{\text{Avg}} 
\end{cases}$$

(6)

The strategy of authors in Zhang et al. [20] in contrast to GRED is to quadratically drop packets randomly when $TH_{\text{min}} \leq q_{\text{Avg}} < TH_{\text{max}}$. This quadratic function increases from 0 to $max_p$. The packet drop function for MRED is expressed according to (7).

$$P_b = \begin{cases} 
0 & \text{for } q_{\text{Avg}} < TH_{\text{min}} \\
max_p \left( \frac{q_{\text{Avg}}^2 - TH_{\text{min}}^2}{(TH_{\text{max}} - TH_{\text{min}})^2} \right) & \text{for } TH_{\text{min}} \leq q_{\text{Avg}} < TH_{\text{max}} \\
max_p + (1 - max_p) \left( \frac{q_{\text{Avg}}^2 - TH_{\text{min}}^2}{TH_{\text{max}}^2} \right) & \text{for } TH_{\text{max}} \leq q_{\text{Avg}} < 2 \times TH_{\text{max}} \\
1 & \text{for } 2 \times TH_{\text{max}} \leq q_{\text{Avg}} 
\end{cases}$$

(7)

To tackle the shortcomings of high number of dropped packets when the average buffer occupancy exceeds $TH_{\text{max}}$ in RED, Prabhavat and Varakulsiripunth [21] proposed extended drop slope RED (ExRED) which utilizes a 2nd order polynomial drop function. The packet drop function for ExRED is expressed according to (8).

$$P_b = \begin{cases} 
0 & \text{for } q_{\text{Avg}} < TH_{\text{min}} \\
max_p \left( \frac{q_{\text{Avg}} - TH_{\text{min}}}{TH_{\text{max}} - TH_{\text{min}}} \right) & \text{for } TH_{\text{min}} \leq q_{\text{Avg}} < TH_{\text{max}} \\
2q_{\text{Avg}}^2 + a_1 q_{\text{Avg}} + a_0 & \text{for } TH_{\text{max}} \leq q_{\text{Avg}} < K 
\end{cases}$$

(8)

where:

$K$ refers to the buffer size,

$$a_2 = \frac{(TH_{\text{max}} - TH_{\text{min}}) - (K - TH_{\text{min}})max_p}{(TH_{\text{max}} - TH_{\text{min}})(K - TH_{\text{max}})^2}$$

(9)

$$a_1 = \frac{(TH_{\text{max}}^2 + K^2 - 2TH_{\text{max}}TH_{\text{min}})max_p - 2TH_{\text{max}}^2 + 2TH_{\text{max}}TH_{\text{min}}}{(TH_{\text{max}} - TH_{\text{min}})(K - TH_{\text{max}})^2}$$

(10)

$$a_0 = \frac{TH_{\text{max}}^3 - TH_{\text{max}}^2 TH_{\text{min}} - (TH_{\text{max}}^2 + TH_{\text{max}} TH_{\text{min}} + TH_{\text{min}})K max_p}{(TH_{\text{max}} - TH_{\text{min}})(K - TH_{\text{max}})^2}$$

(11)

Another variation of RED named double slope RED (DSRED) in Zheng and Atiquzzaman [22], works in such a way that a two linear drop functions (with slopes $\alpha$ and $\beta$ expressed according to (12) and (13) respectively) was deployed. $\alpha$ and $\beta$ are complementary and adjustable through a mode selector ($\gamma$). This was done in order to remedy the low throughput drawback of RED.

$$\alpha = \frac{2(1 - \gamma)}{TH_{\text{max}} - TH_{\text{min}}}$$

(12)

$$\beta = \frac{2\gamma}{TH_{\text{max}} - TH_{\text{min}}}$$

(13)

In effect, the packet drop function for DSRED is expressed according to (14):

$$P_b = \begin{cases} 
0 & \text{for } q_{\text{Avg}} < TH_{\text{min}} \\
\alpha (q_{\text{Avg}} - TH_{\text{min}}) & \text{for } TH_{\text{min}} \leq q_{\text{Avg}} < TH_{\text{med}} \\
1 - \gamma + \beta(q_{\text{Avg}} - TH_{\text{med}}) & \text{for } TH_{\text{med}} \leq q_{\text{Avg}} < TH_{\text{max}} \\
1 & \text{for } TH_{\text{max}} \leq q_{\text{Avg}} < BS 
\end{cases}$$

(14)
where \( TH_{med} \) is a mid-point threshold between \( TH_{min} \) and \( TH_{max} \) set as \( ((TH_{min} + TH_{max})/2) \); BS indicates the buffer size.

Hassan and Oluwatope [23] believed that one approach for alleviating the large delay weakness of RED was to modify its dropping function. To achieve this, curvilinear RED (CLRED) algorithm was proposed which can be defined according to (15):

\[
P_b = \begin{cases} 
0, & qAvg < TH_{min} \\
4(1 - max_p) \left( \frac{qAvg - TH_{min}}{TH_{max} - TH_{min}} \right)^2, & TH_{min} \leq qAvg < TH_{med} \\
(1 - max_p) + 2max_p \left( \frac{qAvg - TH_{med}}{TH_{max} - TH_{med}} \right), & TH_{med} \leq qAvg < TH_{max} \\
1, & TH_{max} \leq qAvg
\end{cases}
\]

(15)

where \( TH_{med}=(TH_{min}+TH_{max})/2 \) refers to the mid-point threshold between \( TH_{min} \) and \( TH_{max} \).

Congestion control RED (CoCo-RED) algorithm by Suwannapong and Khunboa [24] can also be described as an improvement-yielding algorithm over RED. Using CoCo-RED, when the average buffer occupancy is between \( TH_{min} \) and \( TH_{max} \), packets are linearly dropped. This linear function rises from 0 to \( max_p \). However, when the average buffer occupancy is between \( TH_{max} \) and the buffer capacity, packets are exponentially dropped. This exponential function rises from \( max_p \) to 1. The authors claimed that the exponential function will reduce the number of dropped packets especially when \( TH_{max} \leq qAvg \) (as it is the case with RED).

In an attempt to remedy the shortcomings of not too high aggressiveness of RED especially when the average buffer occupancy is near \( TH_{max} \) and to eliminate the reliance on \( max_p \) parameter, Abdel-Jaber [25] proposed RED_E (RED-Exponential). The packet drop function for RED_E is expressed according to (16):

\[
P_b = \begin{cases} 
0 & \text{for } qAvg < TH_{min} \\
(qAvg - TH_{min})/(TH_{max} - TH_{min}) & \text{for } TH_{min} \leq qAvg < TH_{max} \\
1 & \text{for } TH_{max} \leq qAvg
\end{cases}
\]

(16)

The underlying idea of smart RED (SmRED) in Paul et al. [15] is to improve RED by utilizing both quadratic and linear packet drop functions. SmRED was shown to achieved a trade-off between two important metrics: throughput and delay. The packet drop function for SmRED is expressed according to (17):

\[
P_b = \begin{cases} 
0 & \text{for } qAvg < TH_{min} \\
m_{max}(qAvg - TH_{min})/(TH_{max} - TH_{min})^2 & \text{for } TH_{min} \leq qAvg < Target \\
m_{max}(qAvg - TH_{min})/(TH_{max} - TH_{min}) & \text{for } Target \leq qAvg < TH_{max} \\
1 & \text{for } TH_{max} \leq qAvg
\end{cases}
\]

(17)

where:

\[ Target = TH_{min} + \frac{(TH_{max} - TH_{min})}{2} \]

(18)

Paul et al. [26] proposed the SmRED-i algorithm which modified SmRED by using different values for \( i \) parameter in an attempt to tune the packet drop function. The drop function for SmRED-i is expressed according to (19):

\[
P_b = \begin{cases} 
0 & \text{for } qAvg < TH_{min} \\
m_{max}(qAvg - TH_{min})/(TH_{max} - TH_{min})^i & \text{for } TH_{min} \leq qAvg < Target \\
m_{max}(qAvg - TH_{min})/(TH_{max} - TH_{min})^{1/i} & \text{for } Target \leq qAvg < TH_{max} \\
1 & \text{for } TH_{max} \leq qAvg
\end{cases}
\]

(19)

where \( i = 2, 3, 4, 5, \ldots \)
Patel and Karmeshu [27], the authors developed an improved variant of RED that exploit count variable in computing the drop probability function which is expressed as:

\[
P_b = \begin{cases} 
0 & \text{for } qAvg < TH_{min} \\
1 - \frac{p_1 \times (-\log(p_1))}{(\text{count}+1)} & \text{for } TH_{min} \leq qAvg < TH_{max} \\
1 & \text{for } TH_{max} \leq qAvg 
\end{cases}
\]

in which:

\[
p_1 = \max_P \left( \frac{\text{avg} - TH_{min}}{TH_{max} - TH_{min}} \right)
\]

(20)

The modified algorithm obtained an improved network performance be ensuring a reduced delay and high throughput when network load is heavy.

It is more reasonable to ascertain the effectiveness of a congestion control algorithm when the network traffic load is heavy [28]. In this paper, we propose a new flavor of RED, named improved random early detection (IM-RED) algorithm which utilizes two packet dropping functions in lieu of one drop function used in RED. This way, at light-and moderate-network traffic load conditions, the proposed IM-RED algorithm drops packet using a nonlinear (quadratic) drop function in order to act less aggressively. At heavy traffic load, IM-RED utilizes a linear drop function in order to act more aggressively.

The arrangement of the paper is as shown in; section 2 provides a description of the proposed IM-RED algorithm. Section 3 presents the simulation results. Finally, section 4 concludes the paper.

2. IMPROVED RED (IM-RED) AQM ALGORITHM

In the proposed improved random early detection (referred to as “IM-RED”) algorithm, the underlying strategy is to partition the queue domain between \(TH_{min}\) and \(TH_{max}\) (of RED algorithm which uses a linear function) into two (non-uniform) subintervals of uneven widths so as to distinguish light-and moderate-network traffic load conditions from a heavy network traffic load condition. In order to do this, a new Target value is added and expressed in the form (2).

\[
\text{Target} = TH_{min} + \left( \frac{TH_{max} + TH_{min}}{3} \right)
\]

(22)

The packet drop function \((P_b)\) for IM-RED is expressed in the form:

\[
P_b = \begin{cases} 
0 & \text{for } qAvg < TH_{min} \\
9\max_P \left( \frac{qAvg - TH_{min}}{TH_{max} + TH_{min}} \right)^2 & \text{for } TH_{min} \leq qAvg < \text{Target} \\
\max_P + 3(1 - \max_P) \left( \frac{qAvg - \text{Target}}{2(TH_{max} - 2TH_{min})} \right) & \text{for } \text{Target} \leq qAvg < TH_{max} \\
1 & \text{for } TH_{max} \leq qAvg 
\end{cases}
\]

(23)

Figure 1 illustrates the packet dropping probability function curve for IM-RED. The proposed AQM algorithm computes the average buffer occupancy in accordance with (1) similar to RED and behave as follows:

a. When the numerical value of the average buffer occupancy is less than \(TH_{min}\), then no incoming packet will be dropped. That is:

\[
P_b = 0
\]

(24)

b. The long region of the curve is utilized for light traffic load (when the average buffer occupancy is near \(TH_{min}\) and moderate traffic load (when the average buffer occupancy is close to \(\text{Target}\). For this segment, IM-RED drops packet randomly using a quadratic drop function that changes from 0 to \(\max_P\) according to (25). At this state, congestion in the network is considered not too serious.

\[
P_b = 9\max_P \left( \frac{qAvg - TH_{min}}{TH_{max} + TH_{min}} \right)^2
\]

(25)

c. The short region of the curve is utilized for heavy traffic load (when the average buffer occupancy is between \(\text{Target}\) and \(TH_{max}\)). For this segment, IM-RED randomly drops packet more aggressively.
using a linear packet drop function that changes from max\(_p\) to 1 according to (26). At this stage, network congestion is believed to be very serious. So, an aggressive drop function is needed in order to ease congestion.

\[
P_b = \text{max}\_p + 3(1 - \text{max}\_p) \left( \frac{q\text{Avg} - \text{Target}}{2(\text{THmax} - 2\text{THmin})} \right)
\]  

(26)

d. When the numerical value of the average buffer occupancy exceeds \(\text{THmax}\), then all incoming packet will be dropped with probability 1. That is (27).

\[
P_b = 1
\]  

(27)

We provide the pseudo-code for IM-RED in Algorithm 1.

Algorithm 1. Pseudo-code for IM-RED algorithm

1: Initialization:
2:    Set qAvg = 0
3:    Set count = −1
4: For each packet arrival at IM-RED router buffer do
5:    if the buffer of the router is nonempty then
6:        qAvg = \((1 - w_q) \times q\text{Avg}' + (w_q \times q)\)
7:    else if \(m = f(q_{current\_time} - q_{idle\_time})\) then
8:        qAvg = \((1 - w_q) \times q\text{Avg}'\)
9:    end if
10:   if qAvg < \(\text{THmin}\) then
11:       No dropping of packets
12:      Set count = count - 1
13:  else if \(\text{THmin} \leq q\text{Avg} < \text{Target}\) then
14:      Set count = count + 1
15:      Calculate the packet drop probability \(P_a\)
16:      \(P_a = 9\text{max} \left(\frac{(q\text{Avg} - \text{THmin})}{(\text{THmax} + \text{THmin})}\right)\)
17:      \(P_a = P_b / (1 - \text{count} \times P_b)\)
18:      Mark/drop the arriving packet with probability \(P_a\)
19:      Set count = 0
20:      Drop the packet
21:  else if \(\text{Target} \leq q\text{Avg} < \text{THmax}\) then
22:      Set count = count + 1
23:      Calculate the packet drop probability \(P_a\)
24:      \(P_a = \text{max} + 3(1 - \text{max})(\frac{(q\text{Avg} - \text{Target})}{2(\text{THmax} - 2\text{THmin})})\)
25:      \(P_a = P_b / (1 - \text{count} \times P_b)\)
26:      Mark/drop the arriving packet with probability \(P_a\)
27:      Set count = 0
28:      Drop the packet
29:  else if \(\text{THmax} \leq q\text{Avg}\) then
30:      Drop the arriving packet
31:      Set count = 0
32: end if
33: if \(\text{count} = -1\) then
34:      When the buffer of the router becomes empty
35:      Set q_idle_time = time
36: end if
37: Saved Variables:
38: qAvg: average buffer occupancy
39: q_idle_time: beginning of queue idle time
40: count: number of arrived packets since the last dropped
41: Preset input parameters:
42: THmin: lower queue threshold position
43: THmax: upper queue threshold position
44: max\(_p\): maximum packet drop probability
45: \(w_q\): pre-defined weight parameter
46: Other:
47: \(P_a\): current packet marking probability
48: q: current buffer occupancy
49: \(f(t)\): a linear function of time \(t\)
3. SIMULATION RESULTS AND DISCUSSION

This section evaluates the functionality of IM-RED AQM algorithm under light, moderate, and heavy network traffic loads and compare it with two algorithms: NLRED and RED in ns-3 simulator [29]. The network topology simulated is shown in Figure 2. The topology consists of $N$ sources that transmits to a sink via an intermediate node (i.e. the router). Each of the sources is connected to the router using a link rate of 100 Mbps with 4 ms delay time. The router (having the implementation for the AQM algorithms) on the other hand is connected to the sink using a bottleneck link rate of 10 Mbps (which corresponds to 1250 packet/second with the average packet size of 1000 bytes) with 10 ms delay time. The buffer size is 25 packets. By varying the number of sources, different levels of traffic load and thus varying levels of congestion are produced on the bottleneck link. Other configuration settings are presented in Table 1.

![Network topology](image)

**Figure 2. Network topology**

<table>
<thead>
<tr>
<th>Simulation parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$TH_{min}$</td>
<td>3 packets</td>
</tr>
<tr>
<td>Target</td>
<td>7 packets</td>
</tr>
<tr>
<td>$TH_{max}$</td>
<td>9 packets</td>
</tr>
<tr>
<td>$max_{p}$</td>
<td>0.1</td>
</tr>
<tr>
<td>$w_p$</td>
<td>0.002</td>
</tr>
<tr>
<td>TCP</td>
<td>New Reno</td>
</tr>
<tr>
<td>Simulation time</td>
<td>100 s</td>
</tr>
</tbody>
</table>

**Table 1. Configuration settings**

3.1. Light traffic load

In this subsection, the scenario considered comprises of a dumbbell topology with 5 transmission control protocol (TCP) flows transmitting across a single/shared bottleneck link to a sink. This experiment is meant to assess and establish how all the three algorithms deals with light traffic congestion. Figure 3 shows
the comparative analysis of the algorithms. Figure 3(a) depicts the variations in instantaneous average queue size over time for RED, NLRED, and IM-RED algorithms. As can be noticed from the figure, the initial climax of RED gets as far as 9.5372, NLRED gets as far as 9.5372, while IM-RED gets as far as 7.0293. Analysis presented in Table 2 shows that IM-RED yields improved performance (with lower average queue size) than the two other algorithms. This is because, at light load when there is less congestion in the network, IM-RED minimizes the packet dropping probability. Figure 3(b) depicts the instantaneous delay for NLRED, RED and IM-RED algorithms. Analysis presented in Table 3 shows that NLRED obtained the best performance, although IM-RED performed better than RED. Figure 3(c) shows the throughput for NLRED, RED and IM-RED algorithms. As presented in the analysis of Table 4, all the three algorithms perform similar in terms of throughput.

Figure 3. Light traffic condition: (a) average queue size graph, (b) delay graph, and (c) throughput graph

<table>
<thead>
<tr>
<th>AQM Algorithm</th>
<th>Light Traffic Mean</th>
<th>Moderate Traffic Mean</th>
<th>Heavy Traffic Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>RED</td>
<td>2.4736</td>
<td>5.3286</td>
<td>5.9357</td>
</tr>
<tr>
<td>NLRED</td>
<td>2.6179</td>
<td>5.1199</td>
<td>5.5521</td>
</tr>
<tr>
<td>IM-RED</td>
<td>2.3668</td>
<td>4.4252</td>
<td>4.8948</td>
</tr>
</tbody>
</table>

Table 2. Comparison of average queue size (packets)

<table>
<thead>
<tr>
<th>AQM Algorithm</th>
<th>Light Traffic Mean</th>
<th>Moderate Traffic Mean</th>
<th>Heavy Traffic Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>RED</td>
<td>0.4712</td>
<td>2.1149</td>
<td>5.2364</td>
</tr>
<tr>
<td>NLRED</td>
<td>0.4688</td>
<td>2.0766</td>
<td>5.1146</td>
</tr>
<tr>
<td>IM-RED</td>
<td>0.4701</td>
<td>2.0119</td>
<td>5.1045</td>
</tr>
</tbody>
</table>

Table 3. Comparison of delay (ms)
Table 4. Comparison of throughput (Mbps)

<table>
<thead>
<tr>
<th>AQM algorithm</th>
<th>Light traffic mean</th>
<th>Moderate traffic mean</th>
<th>Heavy traffic mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>RED</td>
<td>9.9975</td>
<td>10.0188</td>
<td>10.1668</td>
</tr>
<tr>
<td>NLRED</td>
<td>9.9971</td>
<td>10.0259</td>
<td>10.1477</td>
</tr>
<tr>
<td>IM-RED</td>
<td>9.9851</td>
<td>10.0201</td>
<td>10.0965</td>
</tr>
</tbody>
</table>

3.2. Moderate traffic load

In this subsection, the scenario considered comprises of a dumbbell topology with 20 TCP flows transmitting across a single/shared bottleneck link to a sink. This experiment is meant to assess and establish how all the three algorithms deals with moderate traffic congestion. Figure 4 shows the comparative analysis of the algorithms. Figure 4(a) depicts the variations in instantaneous average queue size over time of NLRED, RED and IM-RED algorithms. As can be noticed from the figure, the initial climax of all the three algorithms gets as far as 6.6667. Results presented in Table 2 shows that IM-RED offers an improved performance (with smaller average queue size) than the two other algorithms. This is because when the network is moderately congested, IM-RED utilizes a smaller packet dropping probability. Figure 4(b) shows the instantaneous delay for NLRED, RED and IM-RED algorithms. Further results presented in Table 3 shows that again IM-RED obtained the best performance. Figure 4(c) shows the throughput for NLRED, RED and IM-RED algorithms. As presented in the statistics of Table 4, all the three algorithms (optimally) performs similar in terms of throughput.
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Figure 4. Moderate traffic condition: (a) average queue size graph, (b) delay graph, and (c) throughput graph

3.3. Heavy traffic load

In this subsection, the scenario considered comprises of a dumbbell topology with 50 TCP flows transmitting across a single/shared bottleneck link to a sink. This experiment is meant to assess and establish how all the three algorithms deals with heavy traffic congestion. Figure 5 shows the comparative analysis of the algorithms. Figure 5(a) depicts the variations in instantaneous average queue size over time of RED, NLRED and IM-RED algorithms. As can be observed from the figure, the initial climax of RED gets as far as 6.1904, NLRED gets as far as 5.7693 while IM-RED gets as far as 5.1614. As can be noticed in the analysis presented in Table 2, that IM-RED achieved a better performance (with lower average queue size) than the two other algorithms. This is because when the network congestion is serious, IM-RED utilized a higher
packet dropping probability than others. Figure 5(b) shows the instantaneous delay for NLRED, RED and IM-RED algorithms. Analysis presented in Table 3 shows that IM-RED outperformed all two others by obtaining the lowest average value for delay. This confirms the aggressive packet dropping property of IM-RED at heavy traffic load in order to ease congestion. Figure 5(c) shows the throughput for NLRED, RED and IM-RED algorithms. Analysis presented in Table 4 shows that all the three algorithms performs similar in terms of throughput.
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**Figure 5.** Heavy traffic condition: (a) average queue size graph, (b) delay graph, and (c) throughput graph

### 4. CONCLUSION

This paper has presented an improved RED algorithm named IM-RED. This algorithm emerged from inspiration drawn following the simple design of RED model and deploys a two packet dropping functions. Specifically, a nonlinear quadratic packet drop function is utilized (to ensure a less aggressive packet drop action) for a light and moderate traffic load conditions while a linear drop function is deployed (to ensure a more aggressive packet drop action) for a heavy traffic load condition. Results from simulation experiments revealed that IM-RED stabilizes and maintains a small average buffer occupancy. At heavy traffic load, IM-RED obtained an improved delay performance. In our near future work, we intend to implement IM-RED for congestion control in Constrained Application Protocol (CoAP) Observe Group Communication.
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