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ABSTRACT

Students’ performance analysis basically consists of determining the factors influencing the performance and how it will give impact towards success. It will help us to understand students’ behavior and how to improve their academic performance. The efficiency of this analysis depends on the information given by the user through learning management system (LMS). In order to improve the information, we have applied algorithms on the dataset and prepared a model by using Tableau and RapidMiner. Cross-validation with decision tree also has been applied on datasets. This can help in evaluating statistical computational results into a generalized data set. Based on the calculation of data mining, it can analyze that our model is quite stable since it has high accuracy with lower standard deviation. The result shows that the percentage of students who are absence is better than students who are absence more than 7 days. At last, a model is prepared, and it can help the schools, students, and the parents in adapting appropriate measures to ensure the success of students at school.

This is an open access article under the CC BY-SA license.

1. INTRODUCTION

The amount of data on the internet is increasing, making it more challenging for users to get up-to-date and useful information. Finding data to meet the user's information needs is a key issue in the search for information. For this research, we have collected 480 different data of students’ record. RapidMiner [1], [2] is used to extract data, which is then subject to additional analysis. Some of the advantages of RapidMiner are supports all computer environments and has a variety of data visualization output such as 3D graphs, maps, and scattered matrices. The data consists of 17 attributes and these attributes are then being analyzed and transformed into decision tree for further process of testing and validation.

Academic performance is important to produce more skilled student so that the job performance will be better [3], [4]. In order to understand student behaviour and capabilities, research in students’ performance can produce a better prediction in the future. Accuracy gives ability to predict the class label correctly. It allows forecasters the ability to improve their predictions based on the data provided [5], [6]. The label for this research is students’ absence days. Other than that, classification techniques like cross-validation [7], [8] with decision tree [9], [10] has been applied on datasets. It contains various types of information related to the students that might cause an impact towards students’ performance. Incorporating cross-validation into a common data set
can aid in the evaluation of the output of statistical calculations. This type of approach is used when the main objective of the model is prediction, and its accuracy needs to be determined.

Educational achievement is essential for an institution to develop high quality outcomes that will ultimately translate into future workplace success [11]. However, academic performance is not effected by age, gender, nationality, and birth of place but with their own studies [12]. For example, how many students raise their hand in the class, involves in discussion, visit resources, viewing announcement, and also number of students’ absence from school. In fact, the efforts of the students themselves will affect their academic success [13]. Moreover, poor study habits will cause the delaying in study [14] and that will affect the cumulative grade points average (CGPA) of students. All the datasets can be used in RapidMiner [15] as a tool to test the accuracy of the datasets which is about factors that can influence the prediction of students’ academic performance.

Thus, this research aims to determine the factors influencing students’ performance so that the result obtained will be used to improve students’ performance at school. By using RapidMiner, analysis report and a prediction model will be easily delivered. The decision tree in the prediction model will help in determining whether student success is influenced by their attendance at school or by their participation and effort in class. The analysis report will summarize the data and the prediction of factors influencing students’ performance will be evaluated.

2. METHOD

Data mining processes based on cross-industry-standard process data mining (CRISP-DM) [16] is a method for data mining and analytics project. It provides a structured approach to guide the entire data mining process, from understanding the business problem to deploying the final solution. Some of the advantages of CRISP-DM are highly efficient [17] and make the result of data mining available more accurately and quickly [18]. It is often adapted to accommodate domain-specific requirements [19]. It has six phases which are business understanding, data understanding, data preparation, modelling, evaluation and deployment [17], [18], [20].

2.1. Business understanding

The first phase in the procedure is business understanding, where we determine the issue or query to be resolved. From this data, we want to identify the factors and the extent to which they affect a student's academic success. Imagine for example, the parents or the school really want to know what the appropriate measures are to ensure the success of students at school could be. In more accurate, we try to answer some of the business questions:

- Is the student’s absence days affect his/her performance at the school?
- Is the student’s class related to performance at the school?
- Can student’s academic success be predicted based in its attribute with reasonable accuracy?

2.2. Data understanding

The second phase has to do with the information that will be used to help solve business challenges. The project that we are working on is using an educational data set which is collected from learning management system (LMS) that called as Kalboard 360 [21], [22]. Kalboard 360 is a multi-agent LMS created with the goal of facilitating learning through the use of advanced technologies. It is collected using the experience API (xAPI), a mechanism for tracking student activity. The training and learning architecture (TLA) enables learning progress and learning activities such as watching training videos or reading articles. The learner, activities and objects that define the learning experience can all be found from the results of the experience API. In this dataset, it involves of 480 of students records which is 305 of male students and 175 of female students. They have various backgrounds, with 179 students coming from Kuwait, 172 from Jordan, 28 from Palestine, 22 from Iraq, 17 from Lebanon, 12 from Tunis, 11 from Saudi Arabia, 9 from Egypt, 7 from Syria, 6 from the USA, Iran and Libya, 4 from Morocco, and only one from Venezuela.

There are 17 aspects involved in this dataset as well as there are no missing values as shown in Table 1. Moreover, we used multivariate data characteristic, and all those attributes are either integer or categorical which is aligned with this project. The features are divided into three main groups. The first is demographic, gender or nationality characteristics. Next are the characteristics of the academic background, such as grade level, education level, and section. Students are divided into three numerical intervals based on their overall grade or mark which is low-level for students who score from 0 to 69, middle-level for students who score somewhere from 70 to 89 and high-level for most successful students who score more than 89. Lastly, the attribute based on behavioral characteristics including raising hands in class, visited resources, answering to parent surveys and parent school satisfaction. Additionally, the data set includes information about student attendance, with students divided into two groups based on their absence days: 191 students were absent for more than 7 days, while 289 students were absent for less than 7 days.
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### Table 1. Raw data

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Datatype</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>string</td>
<td>Student’s gender - ('Male' or 'Female')</td>
</tr>
<tr>
<td>Nationality</td>
<td>string</td>
<td>Student’s nationality - ('Kuwait', 'Lebanon', 'Egypt', 'SaudiArabia', 'USA', 'Jordan', 'Venezuela', 'Iran', 'Tunisia', 'Morocco', 'Syria', 'Palestine', 'Iraq', 'Libya')</td>
</tr>
<tr>
<td>Place of birth</td>
<td>string</td>
<td>Student’s place of birth - ('Kuwait', 'Lebanon', 'Egypt', 'SaudiArabia', 'USA', 'Jordan', 'Venezuela', 'Iran', 'Tunisia', 'Morocco', 'Syria', 'Palestine', 'Iraq', 'Libya')</td>
</tr>
<tr>
<td>Stage Id</td>
<td>string</td>
<td>Educational level that student belongs to - ('lowerlevel', 'MiddleSchool', 'HighSchool')</td>
</tr>
<tr>
<td>Grade Id</td>
<td>string</td>
<td>The grade that student is enrolled in - ('G-01', 'G-02', 'G-03', 'G-04', 'G-05', 'G-06', 'G-07', 'G-08', 'G-09', 'G-10', 'G-11', 'G-12')</td>
</tr>
<tr>
<td>Section Id</td>
<td>string</td>
<td>Classroom the student belongs to - ('A', 'B', 'C')</td>
</tr>
<tr>
<td>Topic</td>
<td>string</td>
<td>Course topic - ('English', 'Spanish', 'French', 'Arabic', 'IT', 'Math', 'Chemistry', 'Biology', 'Science', 'History', 'Quran', 'Geology')</td>
</tr>
<tr>
<td>Semester</td>
<td>string</td>
<td>School year semester - ('First', 'Second')</td>
</tr>
<tr>
<td>Relation</td>
<td>string</td>
<td>Parent responsible for the student - ('mom', 'father')</td>
</tr>
<tr>
<td>Raised hands</td>
<td>integer</td>
<td>Number of times the student has raised hands in the classroom - (0-100)</td>
</tr>
<tr>
<td>Visited resources</td>
<td>integer</td>
<td>Number of times the student visited the course content - (0-100)</td>
</tr>
<tr>
<td>Viewing</td>
<td>integer</td>
<td>Number of times the student checked the announcements - (0-100)</td>
</tr>
<tr>
<td>Discussion</td>
<td>integer</td>
<td>Number of times the student participated in group discussions - (0-100)</td>
</tr>
<tr>
<td>Parent answering</td>
<td>string</td>
<td>Did the parent answer the survey which are provided from school - ('Yes', 'No')</td>
</tr>
<tr>
<td>Parent school satisfaction</td>
<td>string</td>
<td>The degree of parent satisfaction from school - ('Good', 'Bad')</td>
</tr>
<tr>
<td>Student absence</td>
<td>integer</td>
<td>Number of days a student was absent - ('above-7', 'under-7')</td>
</tr>
<tr>
<td>Class</td>
<td>string</td>
<td>Indicator of the student’s performance – ('L', 'M', 'H')</td>
</tr>
</tbody>
</table>

Next, we try to analyze the given information by using data visualization. The graphical presentation of information and data is referred to as data visualization. We chose Tableau [23] to interpret our data in visual elements such as bar graphs, stacked bar graph and pie chart because Tableau has a very convenient feature when learning to create visualizations [24]. It can suggest a visualization based on the types of fields that we select. The main idea why we decide to create data visualization is to keep our eyes on the data or message. We quickly see trends and outliers based on a chart as depicted in Figure 1. In addition, from visualization it can tell us a story, removing the noise from data and the most important one is, highlighting the useful information.

From the Figure 1(a) orange color refer to low-level for students who score from 0 to 69, green color refers to middle-level for students who score somewhere from 70 to 89 and cream color refer to high-level for most successful students who score more than 89. Figure 1(b) shows students who are not absent from school under seven days will be more encouraged to be a successful student who scores more than 89 marks. From the pie chart in Figure 1(c), study grades do not tend to affect student’s performance. In this dataset comprise of three grades which are high school, middle school and lower level. Middle-level performing students make up the majority at all three levels.

![class by student's absence days](image)

**Figure 1.** Data visualization, for (a) performance-based student classes, (b) performance-based student attendance, and (c) breakdown of students according to study grade
Figure 2 shows the students involvement in class which is they raised hand to participate. According to the figures, more students from middle school grade are getting involved in class activities. Normally active students will perform better in academic results. At the same time, it proves that students who are active in class can also contribute to good performance [25] as shown by the high school grade group in Figure 1(c).

2.3. Data preparation

In this step, the data will be prepared for the next step which is data modelling. Majority of the data is not in the desired format; therefore, conversion is required to achieve a format that can help in producing better results such as deletions, missing values, data cleaning and redundancy. But for our data, there are no missing values which means the dataset is clean. Hence, data cleaning is not necessary. We do a renovation for our data where we remove a few attributes which are not related to our model such as “Nationality” “PalaceOfBirth”, “StageID”, “GradeID” and more. We remove those unrelated attributes because they have no significant correlation to the model built. Plus, the deletion process for unnecessary attributes also can increase the accuracy of performance. Therefore, the attributes that will be built into the model consist of only eight attributes as shown in Figure 3.
2.4. Modeling

This is an important phase where we try to discover a model that accurately reflects the data. The main application of data mining techniques to data is modeling. To produce a model for predicting factors and the extent to which they affect a student’s academic success, we use the algorithm of classification modeling technique to generate data design with the build model. Firstly, we create a decision tree. We then entered the operator set role after importing the updated student performance dataset, which was reviewed and corrected. We chose the attribute “StudentAbsenceDays” as our label. Lastly, we place an operator tree diagram to generate a tree diagram for our dataset. We do not have to use operator filter examples in our process to clean all the errors and the missing value since our dataset has no missing values. The process was done earlier to generate a tree like diagram.

Based on Figure 4, we use the operator multiply where it created the copy of data to generate the applying model. In this step, we generate the applying model to predict the accuracy of our dataset. The operator set role and decision tree also needed in this process. Then we insert an operator apply model to make it complete as shown in Figure 4(a). Lastly, we run the process and it provides us with the prediction by the system and the precision value.

After successfully using the model, the performance of the model should be evaluated. The Performance operator in RapidMiner helps us in calculating the performance of the selected model. Immediately after the process of testing the model, the results regarding the accuracy of the data set are displayed in a confusion matrix format. Validation is the final sub-process of the entire process, and the model will be validated in this process. As Figure 4(b) shows that operator set role and cross validation has been used to make sure this process is successful. In cross validation, there are two sub-process which are training and testing. The first step is to divide the data into 10 equal parts. The remaining 9 subsets are used as training data, and 1 subset is kept as test data. The cross-validation procedure was then run 10 times, using 1 sample of the test data from each of the 10 subgroups. Model accuracy was then calculated by averaging the accuracy results from the first 10 iterations.

![Figure 4(a)](image)
![Figure 4(b)](image)

Figure 4. Testing model process based on (a) applying decision tree model and (b) cross validation testing model process

Based on Figure 5, it shows that the prediction (StudentAbsenceDays) which is the green column, tells the prediction that has been done by the system. The two yellow columns are for the confidence column. The following column confidence (under-7) tells the precision for students who are absence less for 7 days while column confidence (above-7) for students who are absence more than 7 days.
2.5. Evaluation

The evaluation phase determines whether the business goals have been achieved or not. This evaluation process allows us to evaluate the performance of the model once it is built. In addition, we must build trust in the validity and reliability of the results because if we simply accept the findings of the data mining model without any review, it will be very dangerous and result in poor decision making. Here is the overall accuracy and precision of all predictions that were achieved from the process as shown in Figure 6. The prediction class achieved the most outstanding class precision (89.26%) and the highest-class recall (95.50%) in the real Under-7 category.

The accuracy of correct predictions is 80.00% has been done by the model while, the next one to accuracy, which is the ‘+/-4.63%’ one is called as a standard deviation in Figure 6(a). We take ten accuracies of our individual model and determine the standard deviation. Figure 6(b) illustrates the precision of the correct prediction model, which is 89.47% with +/- 4.85% standard deviation. The most crucial item when evaluating a model is, the smaller standard deviation value that we receive, the more stable is our model. A stable model where it has high accuracy and precision is good as it will produce a smaller range of best and worst cases which we must consider for the quality of our predictions. Finally, we should decide on how to proceed with the obtained results.

![Figure 5. Prediction analysis](image)

![Figure 6. Results for model performance based on (a) accuracy and (b) precision from cross validation](image)
2.6. Deployment

A final report and presentation of results is produced in this step. Information or pattern recognition from the data mining process is fed into the final phase. According to the research carried out, new knowledge and information was created in the data mining process to determine the elements and the extent to which they affect the academic progress of students in compliance with the data mining goals. RapidMiner is a tool used in schools to assess the accuracy and precision of classifying student performance. Any areas for improvement will be found in the final evaluation of the project. The final stage is to build a model that we will implement as a finished product.

3. RESULTS

The above processes or steps such as applying the model, testing and validation in order to analyze the decision tree on RapidMiner, generates the output in the form shown in above sections. Thus, we can conclude that the model has an accuracy of 80% and ±5.6% for standard deviation for predicting the statements based on label, while the precision of model is 89.47% with +/- 4.85% of standard deviation. Based on the calculation of data mining, it can analyze that our model is quite stable since it has high accuracy and precision with lower standard deviation. The smaller standard deviation value that we receive, the more stable is our model. The bar chart in Figure 7 compares the percentage of student absence days. It shows that the percentage of students who are absence less for 7 days is better than students who are absence more than 7 days where the differences between those group is 56%.

![Figure 7. Percentage of student absence days](image)

4. CONCLUSION

This study provides techniques for sentiment analysis and summarizing various documents using RapidMiner. Initially the dataset is collected from various school websites, blogs, and students’ records. The collected data is processed, and their meaning must be understood. It is important to know the exact meaning of each attribute. This paper presents the analysis of students’ performance using classification technique based on decision tree which is cross validation algorithm. The results showed the students’ performance was affected by student absence days from school. Students who are not absent from school for under 7 days will be more encouraged to be a successful student where they can score more than 89 marks. However, students’ performance also dependent on students’ efforts factor where it was found that student who raised hands on every topic and getting involved in discussion are more prone towards success. When applying model students’ performance and decision tree on RapidMiner tool, it gives out an accuracy of about 80.3% and ±5.6% for standard deviation. Other than that, the percentage of students who are absent for less than 7 days is better than students who are absent more than 7 days where the differences between those group is 56%. Based on the calculation of data mining, it can analyze that our model is quite stable since it has high accuracy with a lower standard deviation. In the near future, RapidMiner can be used as a tool to test the accuracy of the datasets and the analysis obtained will be able to help schools, students and also parents in adapting appropriate measures to improve the success of students at school.
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