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Abstract 
Ad hoc networks are mobile wireless networks where each node is acting as a router. The 

existing routing protocols such as Destination sequences distance vector (DSDV), Optimized list state 
routing protocols (OLSR), Ad hoc on demand routing protocol (AODV), dynamic source routing (DSR) are 
optimized versions of distance vector or link state routing protocols. Reinforcement Learning is new 
method evolved recently which is learning from interaction with an environment. Q Learning which is based 
on reinforcement learning that learns from the delayed reinforcements and becomes more popular in areas 
of networking. Q Learning is applied to the routing algorithms where the routing tables in the distance 
vector algorithms are replaced by the estimation tables called as Q values. These Q values are based on 
the link delay. In this paper, various optimization techniques over Q routing are described in detail with 
their algorithms. 
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1. Introduction 
An ad Hoc network is a technology where no fixed infrastructure is required; all nodes 

are mobile, thus moving from one network to another [1, 2]. Ad hoc network is a temporary 
network where each node is also acting as a router. All nodes are self configured (addresses 
and routing features) nodes, multiple hops are required to transfer data from one node to 
another. Energy is also one of the most important parameter as all nodes have limited power 
supply. Ad hoc network characteristics includes Peer-to-peer, zero administration, low power, 
Multihop, dynamic and auto configured. Routing consists of two steps; forwarding packets to the 
next hop and to decide how the forwarding process to reach the packets to the destination in 
minimum number of hops. To judge the merit of a routing protocol, qualitative and quantitative 
metrics are used to measure its suitability and performance. Various performance parameters 
such as packet delivery ratio, delay, jitter, control overhead etc are used judge the performance 
of routing protocols. 

 There are two types of protocols–proactive routing protocols and on demand also 
known as reactive routing protocols are widely adopted for an ad hoc network. Proactive 
protocols always maintains routing paths between all pairs of nodes irrespective of their usage 
while reactive protocols finds out the path to reach to the node only when needed. Pro-active 
routing protocols always find the optimum routes to reach to every destination nodes. But these 
types of protocols are not suitable for large network because of high overheads and their poor 
convergence behaviour. Destination sequenced Distance Vector (DSDV) is one of earliest 
protocols developed for ad hoc networks [3, 4]. It is based on distance vector algorithm and 
uses sequence numbers to avoid count to infinity problem. Every node communicates, finds out 
their neighbours by sending hello messages and exchanges their routing tables with them. 
Periodic full updates and small updates are also transmitted to maintain routing tables up to 
date. 

Optimized link state routing protocol [5, 6] is another proactive routing protocol based 
on link state algorithm. Here, every node broadcasts link state updates to every other node 
present in the network and thus creates link tables from which routing tables are designed. In 
order to reduce the overheads, multipoint relay concept is widely used. There are two types of 
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algorithms which are widely used for wires as well as wireless networks, first is distance vectors 
routing protocols, where the distances in terms of number of hops are communicated to the 
neighbours and builds up the routing table. Routing tables basically consists of three columns, 
first column for destination node, second column will be the next hop where the packet are to be 
delivered, third column stands for metric or cost. 

In on demand routing protocols, route to the destination is obtained only when there is a 
need. When source nodes want to transmit data packets to the destination nodes, it initiates 
route discovery process. Route request (RREQ) messages float over the network and finally the 
packet reaches to the destination, Destination nodes replies with route reply message (RREP) 
and unicast towards the source node. All nodes including the source node keeps this route 
information in caches for future purpose. Dynamic Source Routing Protocol (DSR) is thus 
characterized by the use of source routing. The data packets carry the source route in the 
packet header. When the link or node goes down, existing route is no longer available; source 
node again initiates route discovery process to find out the optimum route. Route Error packets 
and acknowledgement packets are also used. Ad Hoc on Demand Distance Vector Routing 
(AODV) is also on-demand routing protocol. It uses traditional routing tables, one entry per 
destination. In AODV, only one route path is available in routing table, if this path fails, it again 
initiates route discovery process to find out another optimum path [7-9]. 
 
 
2. Survey of Reinforcement Based Routing Methods 

Reinforcement learning is the process of mapping the situations to the actions and tries to 
maximize a reward signal. There are various strategies such as positive or negative approaches 
as well as model based or model free approaches are used. Q Routing is new evolved concept 
arises in the modern world which is also based on reinforcement concepts. Each node in the 
network contains reinforcement learning module which tries to find out the optimum path to the 
destination. Direct or indirect training signal is required to improve the routing policy. As 
illustrated in Figure 1, Let QX(Y, D) represents the time that a node X takes to deliver a packet P 
to the destination node D when the packet is transmitted to the next neighbour node Y. After 
sending the packet, node X will also get node Y’s estimate of the remaining time in the  
network [10-11].  

 

 
 

Figure 1. Q routing 
 
 

In Reinforcement Learning (Q Routing) each node maintains database of Q values 
which represents delays for each of the next hops. For every incoming packet, nodes consult its 
Q table and decided the next hop based on the least delivery time required to reach the packet 
to the destination [10, 11]. At the same time the sending node receives the estimate of the 
remaining delivery time for the packet to the destination. Thus after every packet transmitted by 
the source node and all intermediate nodes[11] Q values are received by these nodes and 
updates their Q table to represents the steady state of the network. As soon as the node X 
sends a packet P to the destination node D to one of the neighbouring nodes Y, node Y send 
back to node X, its best estimate QY(Z, D) for the destination D. QY(Z, D) for the destination D 
shows its remaining time required to reach the packet to the destination node D [10,11]. 
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PacketSend (X) 
1 Receive the packet from Packet Queue 
2 Find out the best neighbour Y = min(Qx(Y, D)) 
3 Forward Packet to the neighbour Y  
4 Receive Estimate (Qy(Z, D) + qy) from node Y. 
5 Update Q value Qx(Y, D). 
PacketReceive (Y) 
1 Receive a packet from neighbour X 
2 Calculate best estimate for node D; Qy(Z, D) and send back to node X. 
3 Get ready for receiving next packet   

By adding confidence measure, the quality of exploration is improved by learning faster 
thus Q values represent the current state of the network more closely. Each node in the network 
contains C tables consisting of confidence values, where each Q value is associated with C 
value. This value is the real number between 0-1 and essentially specifies the confidence in the 
corresponding Q value [10] 

In standard Q routing, learning rate is always maintained to be constant, it means there 
is way to specify reliability of Q values but in Confidence based Q Routing, the learning rate 
depends on the confidence of the Q value being updated and its new estimate. In particular, 
when node X sends a packet to its neighbour Y, it also gets back the confidence value Cy(Z, D) 
associated with this Q value. When node X updates its Qx(Y, D) value, it first computes the 
learning rate П which depends on both Cx (Y, D) and Cy (Z, D). Simple and effective learning 
rate function is given by: Пf (Cold, Cnew) = max (Cnew, 1- Cold). The confidence value always 
represents the reliability of the corresponding Q value, and thus always changes with time. This 
confidence value decays with time if their Q values are not updated in the last time step [11].  
 
 

 
 

Figure 2. CQ routing 
 
 

In confidence based Q Routing, algorithm for Packet Send and Packet Receive can be 
summarized as follows [10-12]. 
PacketSend(X) 
1. Receive the packet from Packet Queue 
2. Find out the best neighbour Y = min(Qx(Y, D)) 
3. Forward Packet to the neighbour Y  
4. Receive Estimate (Qy(Z, D) + qy) and Cy(Z, D) from node Y. 
5. Update Q value Qx(Y, D) and Cy(Z, D) value. 
PacketReceive(Y) 
1. Receive a packet from neighbour X 
2. Calculate best estimate for node D; Qy(Z, D) and send back to node X. 
3. Find the corresponding confidence value Cy(Z, D) and send back to node X. 
4. Get ready for receiving next packet   

In Dual reinforcement Q Routing (DRQ) the learning process occurs in both ways and 
thus the learning performance of the Q Routing algorithm doubles. Instead of using a single 
reinforcement signal, an indirect reinforcement signal extracted from the incoming information is 
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also used to update the state of the network. When a node X sends a packet to neighbour node 
Y, it will also send additional routing information which will be used to update node Y's decisions 
in opposite direction. Thus backward exploration is also added to standard Q Routing [11] 
Figure 3 illustrates the backward exploration in standard Q routing.  
 
 

 
Figure 3. CQ routing 

 
 

In dual reinforcement confidence based Q Routing, algorithm for Packet Send and 
Packet Receive can be summarized as follows [10-12].   
PacketSend (X) 
1. Receive the packet from Packet Queue 
2. Find out the best estimate Qx(Z, d) 
3. Append (Qx(Z, S)+qx) and Cx(Z, S) to the packet P(S, D). 
4. Find out the best neighbour Y = min(Qx(Y, D)) 
5. Forward Packet to the neighbour Y  
6. Receive Estimate (Qy(Z, D) + qy) and Cy(Z, D) from node Y. 
7. Update Q value Qx(Y, D) and C value C x(Y, D). 
PacketReceive (Y) 
1. Receive a packet from neighbour X 
2. Using the received estimate Qx (Z, D) + qx and Cx (Z, D) update Q value Qy(X, S) and C y(X,). 
3. Calculate best estimate for node D; Qy (Z, D) and Cy (Z, D), send back to node X. 
4. Get ready for receiving next packet.  

Thus confidence values are used not only for exploration but also in making routing 
decisions [12]. 

 
 

3. Analysis 
The experiment is performed using the simulator NS2 which is open source software 

and used to do research on wired and wireless networks. The number of nodes varies from 10 
to 100. The topology Size is 1000 m × 1000 m. The simulation time is 200 seconds. DSDV, 
DSR, AODV, Dual reinforcement Q routing protocols are analysed. 

 
 

 
 

Figure 4. No of Nodes vs PDR 
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It is observed that when the network size increases beyond 60 nodes, AODV or DSR 
protocols starts dropping packets. But CDRQ protocols maintains consistent ratio throughout 
the network irrespective of the network size.   

End-to-end Delay is the time taken by a data packet to reach to the destination. The 
result of end to end delay is illustrated in Figure 5. Here again dual reinforcement confidence 
based routing provides low delay compared with standard routing and other non optimized 
variants of Q routing.  

 
 

 
Figure 5. No of Nodes vs. Delay 

 
 

4. Conclusion 
This paper explains the comparative analysis of various optimized versions of existing 

routing protocols with dual reinforcement confidence based Q routing in NS2. This research 
study compares DSDV, AODV and DSR protocols with CDRQ routing protocols for an ad hoc 
network. PDR and delay are very important parameters when deciding how a reliable a 
protocols works. CDRQ variant based on reinforcement learning shows significant results as 
compared with existing routing protocols. 
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