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Abstract 
Ad Hoc Networks are infrastructure less network in which nodes are connected by Multi-hop 

wireless links. Each node is acting as a router as it supports distributed routing. Routing challenges occurs 
as there are frequent path breaks due to the mobility. Various application domains include military 
applications, emergency search and rescue operations and collaborative computing. The existing protocols 
used are divided into proactive and on demand routing protocols. The various new routing algorithms are 
also designed to optimize the performance of a network in terms of various performance parameters. Dual 
reinforcement routing is learning based approach used for routing. This paper describes the 
implementation, mathematical evaluation and judging the performance of a network and analyze it to find 
the performance of a network.  
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1. Introduction 
 A wireless ad hoc network is a decentralized type of wireless network [1, 2] This 
network is ad hoc network because it does not rely on a pre existing infrastructure, such as 
routers in wired networks or access points in Infrastructured wireless networks. Each node 
participates in routing by forwarding data for other nodes, so the determination of which nodes 
forward data is made dynamically on the basis of network connectivity.  
 Routing consists of two steps; forwarding packets to the next hop and to decide how the 
forwarding process to reach the packets to the destination in minimum number of hops. To 
judge the merit of a routing protocol, qualitative and quantitative metrics are used to measure its 
suitability and performance. Various performance parameters such as packet delivery ratio, 
delay, jitter, control overhead etc are used judge the performance of routing protocols. 

Ad hoc networks, due to their quick and economically less demanding deployment, find 
applications in many areas. Ad hoc networks can be very useful in establishing communication 
among a group of soldiers for tactical operations. Setting up a fixed infrastructure for 
communication among a group of soldiers in enemy territories may not be possible. In such 
cases, ad hoc wireless network provides the required communications quickly. It also includes 
the coordination of military objects moving at high speeds.  Such applications require quick and 
reliable communication. Another domain in which the ad hoc wireless networks find applications 
is collaborative computing. The requirement of a temporary communication infrastructure for 
quick communication with minimal configuration among a group of people in a conference. Ad 
hoc wireless networks are also very useful in emergency operations such as search and rescue, 
crowd control and commando operations. Figure 1 shows an example of mobile ad hoc network 
which is an infrastructure less network.  

The responsibilities of a routing protocol includes exchanging the route information, 
finding a feasible path to a destination based on criteria such as hop length, minimum power 
control and lifetime of the wireless link; gathering information about path breaks; mending the 
broken paths expending minimum processing power and bandwidth. The major challenges that 
a routing protocols for ad hoc network faces are mobility, bandwidth constrained, error-prone 
and shared channel, location dependent contention and other resource constraints such as 
power and buffer storage and link capabilities etc. The major requirements of a routing protocol 
in ad hoc wireless networks are minimum route acquisition delay, quick route reconfiguration, 

http://en.wikipedia.org/wiki/Wireless_network
http://en.wikipedia.org/wiki/Wireless_ad_hoc_network#cite_note-1
http://en.wikipedia.org/wiki/Wireless_ad_hoc_network#cite_note-2
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http://en.wikipedia.org/wiki/Router_%28computing%29
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loop free routing, distributed routing approach, minimum control overhead, scalability, provision 
of QoS, support for time sensitive traffic and security with privacy [3]. 

 

 

Figure 1. Example of Ad Hoc Wireless Network 

   
 Routing protocols for ad hoc networks can be classified into several types based on 
different criteria. The routing protocols are broadly classified into four categories based on 
routing information update mechanism, use of temporal information for routing, routing topology 
and Utilization of specific resources.  
 
 
2. Classification of Routing Protocols 
 Based on the routing information update mechanism, they are classified into proactive 
or table driven routing protocols, reactive or on demand routing protocols and hybrid routing 
protocols. In table driven routing protocols, every node maintains the network topology 
information in the form of routing tables by periodically exchanging routing information. In on 
demand routing protocols, nodes obtains paths when it is required, by using a connection 
establishment process. Hybrid protocols combine the best features of above two categories.  
 Proactive routing protocols always find the optimum routes to reach to every destination 
nodes. But these types of protocols are not suitable for large network because of high 
overheads and their poor convergence behavior. Destination sequenced Distance Vector 
(DSDV) is one of earliest protocols developed for ad hoc networks [4, 5]. It is based on distance 
vector algorithm and uses sequence numbers to avoid count to infinity problem. Every node 
communicates, finds out their neighbors by sending hello messages and exchanges their 
routing tables with them. Periodic full updates and small updates are also transmitted to 
maintain routing tables up to date.  Wireless Routing Protocol (WRP) is another distance vector 
protocol optimized for ad hoc networks. WRP belongs to a class of distance vector routing 
protocols called path finding algorithms. The algorithm of this class uses the next hop and 
second-to-last hop information to overcome the count-to-infinity problem. 

Optimized link state routing protocol [6,7] is another proactive routing protocol based on 
link state algorithm. Here, every node broadcasts link state updates to every other node present 
in the network and thus creates link tables from which routing tables are designed. In order to 
reduce the overheads, multipoint relay concept is widely used. Figure 2 shows working of MPR. 
Node j chooses i, k, l and m as MPR nodes, since they are sufficient to reach all its two-hop 
neighbors. 

In on demand routing protocols [8], route to the destination is obtained only when there 
is a need. When source nodes want to transmit data packets to the destination nodes, it initiates 
route discovery process. Route request (RREQ) messages float over the network and finally the 
packet reaches to the destination, Destination nodes replies with route reply message (RREP) 
and unicast towards the source node. All nodes including the source node keeps this route 
information in caches for future purpose. Dynamic Source Routing Protocol (DSR) is thus 
characterized by the use of source routing. The data packets carry the source route in the 
packet header. When the link or node goes down, existing route is no longer available; source 
node again initiates route discovery process to find out the optimum route. Route Error packets 
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and acknowledgement packets are also used. Ad Hoc on Demand Distance Vector Routing 
(AODV) is also on-demand routing protocol. It uses traditional routing tables, one entry per 
destination [9, 10]. In AODV, only one route path is available in routing table, if this path fails, it 
again initiates route discovery process to find out another optimum path. Route Request 
Message (RREQ) from the source to the destination and route reply message (RREP) from the 
destination to the source is shown in Figure 3 and Figure 4 respectively. To overcome this 
limitation, Ad Hoc Multipath Distance Vector (AOMDV) comes in picture. 

 
 

 
Figure 2. The Working of OLSR 

 
 

 

Figure 3. Route Request (RREQ) frm source to destination 

 

  

Figure 4. Route Reply (RREP) Reply from destination to source  
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3. Reinforcement Learning Based Routing Protocols 
 In section II, various routing protocols are introduced used for ad hoc wireless networks. 
In this section, new routing protocol based on reinforcement learning is introduced. 
Reinforcement learning is an example of the model-based approach where model of the system 
is learned in terms of Q values. These Q values are used to make decisions and these 
estimates are also updated in order to reflect the changes in the network.  Thus entire routing 
tables are expressed in terms of Q values. Each Q value in the routing table is in the form of 
Q(S, A) which represents the expected reinforcement of taking action „A‟ in state „S‟. Thus Each 
node X in the network represents its own view of the state of the network through its Q  
table Qx [11-12]. 
 
 

 
 

Figure 5. Reinforcement Based Learning Method – Q Routing 
 
 

Assume that P(S, D) is the packet that is to be transmitted from sender S node to 
Destination D node. Send_Packet(X) function describes the action performed by C node while 
sending the packet while Receive_Packet (Y) function described the action taken by node Y 
after receiving the packet.  

Send_Packet(X) (assuming that queue is not full) 
1. Receive the packet P (S, D) and keep it in the queue. 
2. Receive the packet from the queue to process it when its turn arises.  
3. Find out the best neighbor by consulting its routing table.  
4. Forward packet to best neighbor node obtained in step 3.  
5. Receive estimate from best neighbor node and update its corresponding Q value. 
6. Get ready to send next packet.  

   Receive_Packet(Y) 
1. Receive a packet P(S, D) from neighbor X. 
2. Calculate best estimate for destination node and send back to node X. 
3. If (D = Y) then Consume Packet (P(S, D)) else append packet to packet Queue (P(S, D)) 
4. Get ready for receiving next packet. 
 In step 3 of Send_Packet(X), the best neighbor is obtained by Equation 1 and step 5 of 
Send_Packet function, corresponding Q values is updated using Equation 2.   
 

  
 

ΔQx(y, d) is the new estimate value for node x to the destination d via the neighboring 
node d. This new estimation is calculated by subtracting old estimation value Qx(y, d) from the 
sum of the estimation time for packet travelling from node y to destination d via neighbor z 
(Qy(ź, d)) and current queue delay for the packet in node x (q). ηf is the learning rate parameter 
defined by the programmer [11]. 

Backward exploration together with the forward exploration is applied in DRQ algorithm 
in order to improve the learning rate of the Q-Routing algorithm. In DRQ, exact delay values 
learnt from the backward learning have also been used in the routing tables in addition to the 
estimation values learnt from forward learning in Q-Routing. This has doubled the learning 
information available in the algorithm thus improved the learning rate of the algorithm [11-14]. 
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Figure 6. Reinforcement Based Learning Method-Dual Reinforcement Q Routing 
 
 

Assume that P(S, D) is the packet that is to be transmitted from sender S node to 
Destination D node. Send_Packet(X) function describes the action performed by C node while 
sending the packet while Receive_Packet (Y) function described the action taken by node Y 
after receiving the packet [12, 14]. 

Send_Packet(X) (assuming that queue is not full) 
1. Receive the packet P (S, D) and keep it in the queue. 
2. Receive the packet from the queue to process it when its turn arises.  
3. Find out the best neighbor by consulting its routing table.  
4. Compute best estimate and append this estimate to the packet P (S, D)  
5. Forward packet and best estimate to best neighbor node obtained in step 3.  
6. Receive estimate from best neighbor node and update its corresponding Q value. 
7. Get ready to send next packet.  

   Receive_Packet(Y) 
1. Receive a packet P(S, D) from neighbor X. 
2. Extract estimate from packet P (S, D) and update Q value.  
3. Calculate best estimate for destination node and send back to node X. 
4. If (D = Y) then Consume Packet (P(S, D)) else append packet to packet Queue (P(S, D)) 
5. Get ready for receiving next packet. 

In DRQ algorithm, when X sends a packet to node Y to get its estimated remaining trip 
times, Y also gets X‟s estimated trip times for its link with S.  
 

 
 

In Figure 6, packet at node x arriving from source node S is sent to node Y, also carries 
the estimated time that it takes from node X to s, Qx(Z,S) (Equation 3). With this information 
node Y updates its own estimate Qy(X,S) for the entry node X associated with the destination S 
(Equation 4). Therefore, in DRQ both backward and forward exploration can be used to update 
the Q entries.  

In Q routing, some of the Q values (the Q values, which are just updated) are reliable 
and others may not be reliable. In Q routing, Q values are updated only when the packet is 
transmitted by the node in the network. If the packet is not transmitted for a longer time, Q 
values become less reliable. Thus the decision taken on such un-reliable Q values turns to be 
wrong and an optimum path may not be achieved. Hence to represent reliability of Q values, 
another value called as confidence value is also included. Thus every node contains two-tables- 
Q table that stores Q value and C table, which contains C values, which represents the reliability 
of Q values. If C value is one, this indicates, that corresponding Q value is 100% reliable (as 
packet is just transmitted by the network through this node) and confidence value of zero 
indicates that Q value is not trustable. The decision taken on such Q value may turn to be wrong 
and thus an optimum path may not be achieved.  This confidence value should also decay after 
certain time representing that reliability of Q value is less. 
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Figure 7. Confidence based Q routing 
 
 
Thus every node transmitting packets will also receive C value along with their Q value, 

which is used to update old Q values and old C values (Figure 7). In standard Q routing, 
learning rate is fixed but in confidence based Q routing learning rate is a function of confidence 
values. When Q value with low confidence need to be updated, high learning rate should be 
used. If estimated C value is high, then the learning rate should be high. Learning rate should 
also be high if either: confidence value in the old Q value, C

old
 is low or confidence value in the 

new estimate Q value, C
est

 is high. 
 
 

3. Results and Discussion 
The experiment is performed using the simulator NS2 which is open source software 

and used to do research on wired and wireless networks. Experiment is performed on 6 by 6 
irregular grid (Figure 8). In 6 by 6 irregular grid, there is left cluster and right cluster. Left cluster 
consist of nodes 1 through 10 while right cluster consists of nodes 25 through 36. There are two 
possible routes, route 1 consisting of nodes 12 and 25 and route 2 consisting of nodes 18 and 
19. The shortest path routing algorithm always selects route 1 as shortest path routing algorithm 
select the path having minimum number of hops. 

Figure 9 shows average packet delivery time (APDT) for low load, Figure 10 and 11 
shows average packet delivery time for medium and high load respectively. 

 
 

 

Figure 8. Network of 6 by 6-irregular grid 
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Figure 9. Average Packet Delivery Time for Low Loads 

 

 

Figure 10. Average Packet Delivery Time for Medium Loads 

 

 

Figure 11. Average Packet Delivery Time for High Loads 
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At low loads, shortest path always gives best performance as shortest path always 
selects the path having minimum number of hops and there is low traffic in the network. Initially 
Q values in Q table are zero, so packets are transmitted randomly. Some amount of time, it 
takes to settle down Q table in the network to represent real state of the network. There is initial 
learning phase till Q values settle down to their optimum values. At initial phase average packet 
delivery time is large and once these Q values settle down to their optimum values, average 
packet delivery time decreases rapidly. CQ routing gives better performance as compared with 
Q routing, as Q values are made more reliable as compared with Q routing.  DRQ routing is 
faster as compared Q routing, as Q values settle down as it involves exploration in both 
direction. CDRQ gives better performance as it includes confidence values and dual 
reinforcement. It is also observed, that at medium and high loads, Q values converges very 
slowly to their optimum values as compared with CDRQ routing at low loads.       

Experiment is carried out on 50 nodes MANET by changing the interval from 0.010 to 
0.014. The simulation is carried out for 200 seconds. The size of packet is 512 bytes. The 
results obtained are shown in Figure 12 to 13. PDR obtained in Q routing is in range of 12% to 
19% and it is improved in CDRQ routing from 34% to 44%. 

 
 

 
Figure 12. Interval vs. PDR 

 

 

Figure 13. Interval vs. Delay 

 

Comparatively, CDRQ routing protocol gives less delay as compared with Q routing, 
this is because the adaption time required for Q tables in CDRQ routing is less. Table 1 
represents the comparative values of PDR and end-to-end delay for Q routing and CDRQ 
routing.  
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Table 1. Evaluation of CDRQ routing Protocol on 50 Nodes MANET 
Interval (s) Packet Delivery Ratio (%) End to End Delay (ms) 

Q Routing CDRQ Q Routing CDRQ 

0.010 12.66 32.37 4.544 2.427 
0.011 13.37 35.07 4.048 2.871 
0.012 19.45 37.56 3.773 2.489 
0.013 14.73 44.70 4.002 3.002 
0.014 19.84 44.60 3.785 2.836 

 
 

5. Conclusion 
This paper explains the existing routing protocols such as DSDV, AODV, DSR and 

OLSR which are based on shortest path. Also comparative analysis of Q routing and CDRQ 
routing is done on 6 by 6 irregular grid and 50 nodes mobile ad hoc network with random 
mobility. PDR and delay are very important parameters when deciding how a reliable a 
protocols works. CDRQ provides very good results as compared with Q routing because 
increased exploration and exploitation. CDRQ is mush suitable for medium and high traffic 
where shortest path routing fails to work.  
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