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Abstract 
This paper proposes performance based macro modeling of analog circuit using Multi Output 

Modeling (MOM) with the help of Support Vector Machine (SVM). SVM models the analog circuits and 
provides a relation between multi-input and multi-output parameters. In this work, Voltage Controlled 
Oscillator (VCO) is modeled as a test circuit which is designed in Cadence Virtuoso GPDK 45nm 
technology. From the Spice simulation results, the feasible dataset has been extracted from the complete 
dataset. Then, the VCO output frequency and phase noise is modeled by the width of the transistors which 
are the input parameters of the transistors. After tuning the model properly by k-cross validation method, 
the accuracy was found to be 96.1% which is good enough to make it use for the circuit synthesis purpose. 
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1. Introduction 
Circuit designing is one of the important fields which play a very vital role in almost all of 

the applications where electronics is dealt with. While designing the appropriate circuit to work 
on a specified range, it requires a very in-depth analysis of the circuits. But the growing 
complexity of the reduced area of the integrated circuits has provided the circuit designers a 
keen concern to formulate the circuits to take them to market under a stipulated period. While 
synthesizing the circuit and to obtain the best suitable input parameters for optimized results, a 
lot of simulation work has to be performed. But performing simulations, especially for complex 
circuits will led the designers to take a lot of time to obtain the proper results. Circuit modeling 
has been one of the most important concerns for the researchers to formulate better modeling 
techniques to behave as like the original circuit. Once the model is ready, then the synthesis or 
circuit optimization will take very less time to obtain the results.  

In recent years, many modeling techniques have been proposed which have a wide 
range of area of implementation without compromising the accuracy and time for modeling. 
Equation-based modeling, symbolic modeling are some of the best modeling methods [1-3]. But 
the increase in complexity has increased the time to model using these methods. Also, the 
growing demand for creating the simulated result models to be more accurate to the real time 
models has asked the designers to think new techniques which can provide better accurate 
models compromising minimal time. Neural network models [4-6] were such an out of the box 
implementation in the field of circuit design. But still it is affected by problems like dimensionality 
problem and convergence towards local minima. Support Vector Machine (SVM) [7-9] can be a 
preferable modeling technique which is least affected by such type of problems. This modeling 
technique in the field of machine learning which provides a good accuracy of the output 
parameters for the design parameters can be good perspective for modeling the circuits to a 
larger extent. Its regression modeling, analysis has provided robust as well better accurate 
models in very less time. Although, in recent years, Extreme Learning Machine (ELM) [10-12] 
has shown better perspective in the regression modeling field which has the big advantage of 
handling big data in very less time. Still, while modeling less data numbers, the accuracy of the 
model is not that good enough whereas SVM outperforms in that aspect. 

In this paper, the regression model of SVM has been used to perform Multi-Output 
Modeling (MOM) which can be able to model multiple parameters at a time. A differential two-
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stage voltage controlled oscillator (VCO), which is shown in Figure 1 has been used for the 
purpose of modeling the parameters like frequency and phase noise. 

The rest of the paper assigned as follows. Section-II describes about the proposed 
methodology and section-III discusses about the formulation of MOM-SVM and its algorithm. In 
section-IV, the simulation results have been analyzed followed by conclusion in section-V. 

 
 

 
 

Figure 1.  A two-stage differential ring VCO [13]  
 
 
2. Proposed Methodology 

SVM was earlier proposed by Vapnik et.al., [7, 14] which has shown better modeling 
behavior in many applications. It is a type of machine learning and can be categorized under 
supervised learning. It is used especially for classification or regression type of problems. 
Classification types of problems are those problems which can be used to classify the features 
according to some common features. But in regression type of problems, the model is expected 
to find out the expected output for a given set of input parameters. 
 SVM [21] deals with the input feature data points which are mapped into another space 
called as feature space. These parameters in this new feature space can be easily separable by 
forming the hyperplane. This paper focuses on estimating the results, so the model has been 
implemented as regressors. While taking regression as the objective of modeling, then Kernel 
functions play a vital role in increasing the performance of the model. So, choosing the 
appropriate Kernel can help for the designers to obtain better results.  

 
 

 
 

Figure 2.  Traditional way of modeling multi-output based SVM 
 
 

Many researchers have proposed various multi-regression problems and obviously 
some of them have been implemented successfully using SVM also. Figure 2 shows one of 
such modeling the multi-output parameter of VCO using SVM. Here, w1, w2, w3 and w4 which 
represent the width of the transistors of VCO as shown in Figure 1 are the input parameters and 
phase noise and frequency are the output parameters. In this type of modeling, it has got 
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demerits. Firstly, the main problem is that it will not be able to model properly in the case if the 
output parameters are correlated to each other. Secondly, individual modeling will take a lot 
more time in comparison to multi-modeling simultaneously, which has been verified clearly in 
simulation results.  

So, this paper shows one of such implementation methods to model the voltage 
controlled oscillator the output parameters frequency of operation as well as phase noise 
simultaneously.  

 
 

 
 

Figure 3.  Multi-output parameter modeling using SVM 
 

 
3. MOM-SVM 

Multi-parameter Modeling Analysis [15-17] using Support Vector Machine carries out 
the modeling of the input parameters which are the ratio of width and length of the MOSFETs 
used in this circuit against the multi-output parameters frequency and phase noise. In this 
proposed technique, the output parameters are considered to be somewhat interdependent to 
each other. This makes a general way modeling the circuit using SVM is not that way similar to 
the single output based modeling. The proposed MOM-SVM modeling technique for the multi-
output based VCO is shown in Figure 3. 
 
3.1. MOM-SVM Algorithm 

The flow chart for MOM-SVM which has been implemented in this paper has been 

shown in Figure 4. Let the inputs { }
i

x which are the width of the transistors are represented by

‘ ’w . The outputs{y }
i

, frequency represented by ‘ ’f  and phase noise by ‘ ’p . So, the input and 

output set  ,  
i i

x y  can be represented in together by     ,  ,  w f p where
n

i
x  ,

q

i
y  . Here 

‘n’ is four as four number of transistor width have been taken as input parameters and ‘q’ is two 

as frequency and phase noise are the two output parameters. This input vector set { }
i

x  is 

transferred to another non-linear function of higher dimension than the dimension of input { }
i

x  

of ‘ ’m . 

So, the estimating function ( )f x  is calculated as ( ) ( . ( ))f x W x B   where ( )x is 

the higher dimensional non-linear function of dimension let ‘ ’m . ‘ ’W  is the weighted matrix of 

m m and ‘ ’B  is the bias matrix. This leads to the formulation of the objective function which is 

to minimize represented as: 
 

2

1

1
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2

n

reg i i
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R f C L y f x W
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(1) 

 

where C  is user specified constant, L  is the extension of the  -sensitive loss function. Here 

the objective function is calculated for the single objective or output type of problems. With the 
introduction of slack variables and the constraints, it will lead to the solution for the 1-
Dimensional problem. With the help of the constraints, the ‘ ’W and ‘ ’B  variables are calculated. 

But while formulating the multi-dimensional problem (as in this paper), the above optimization 
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problem has to be modified to the below mentioned objective function which is to be minimized 
is represented as: 
 

2
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Here  
i

L u
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 is the loss function which can be defined as: 
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Figure 4.  Proposed flow-chart to implement MOM-SVM for analog circuit 
 
 

Since it is a multi-dimensional problem, the above equation (2) is solved by the help of 
IRWLS method (Iterative Re-Weighted Least Square) [18] to minimize the function. So, to obtain 

the next level of solution iteratively 
1 1
,(W' ) 

t t
B

 
 from ,(W' ) 

t t
B  , the first order Taylor expansion 

approach has been implemented. So, the equation (2) is modified after implementing the above 
methods is mentioned in equation (4) below as: 
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Where, .C   is the constants generated while approaching to equation (8) and is independent of   

'W and B. 
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With the help of the stationary point condition, the solutions for the 'W  and B can be solved 

from the matrix equation. 
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Where, K is the kernel matrix which is to be used for modeling SVM and can be defined as: 
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' 'B  is a scalar quantity 

jy  is the estimated output. 

 
For input x, 
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i

y j K x x b


   for j=1,2,..q.      (15) 

 
So, to obtain the value of output y; ,  ,  BK   is required where ,  B  values can be 

obtained from equation (10).    can be obtained from u  and  L u  which are obtained from B  

and 'W . By initializing at the starting of the algorithm and then with the help of recursive 

iteration method, ,  B values are updated subsequently using the help of line search method 

optimization process [15]. 
 
 
4. Simulation Results and Analysis 

VCO which has been designed in CADENCE VIRTUOSO tool in 45nm technology and 
its circuit parameters and output data have been extracted using SPICE simulation. The input 
parameters, i.e. width of the transistors have been varied in between the range of 120nm to 
1um. From these data sets, 750 feasible data has been extracted to implement in MATLAB 
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using LSSVM for modeling purposes. Using hold out method [19], 80% of data has been taken 
as training data set and rest 20% for the testing data set has been used for testing the model 
accuracy. The comparative analysis of the training time, testing time and accuracy between 
single output based modeling and MOM-SVM has been shown in Table 1. 

From the results, it can be clearly analyzed that although the training time and testing 
time in case of MOM-SVM to that of SVM generating individual model is more (when considered 
individually), but less when complete result (individual models are added) is generated. Also, 
there is a significant improvement in accuracy when compared with the phase noise output 
parameter modeling when considered in together in case of single output modeling.  

 
 

 
 

Figure 5.  Estimation of the output frequency and phase noise of the VCO 
 
 

Table 1. Simulated Results for comparative analysis of mom-svm with individual modelling by 
svm on the basis of kernel type 

Sl.No
. 

Kernel 
Type 

SVM1 (Frequency Modeling) 
SVM2 (Phase Noise 

Modeling) 
MOM-SVM 

  
Trainin
g Time 

Testin
g Time 

Accurac
y 

Trainin
g Time 

Testin
g Time 

Accurac
y 

Trainin
g Time 

Testin
g Time 

Accurac
y 

1 RBF 0.14s 0.11s 97.25% 0.19s 0.09s 93.92% 0.25s 0.16s 95.59% 
2 Linear 0.11s 0.06s 92.61% 0.11s 0.08s 89.02% 0.23s 0.09s 90.82% 

3 
Polynomia

l 
0.16s 0.06s 96.51% 0.11s 0.08s 93.00% 0.26s 0.11s 94.76% 

4 Sinc 0.17s 0.14s 82.54% 0.17s 0.12s 83.76% 0.26s 0.20s 83.15% 
5 Wavelet 0.21s 0.16s 97.16% 0.17s 0.20s 93.44% 0.26s 0.30s 95.30% 

 
 

Table 2. Tuning of MOM-SVM Parameters using Cross-Validation Method 

Runs 
 

2
  

MSE 

1 15.22 0.63 0.0390 
2 16.53 0.76 0.0391 
3 19.21 0.83 0.0392 
4 17.55 0.58 0.0389 
5 13.05 0.61 0.0389 

Mean 16.31 0.68 0.0390 

 
 

Table 2 shows the tuning of RBF Kernel based modeling of MOM-SVM parameters i.e. 
  (regularization parameter) and   (RBF-Kernel parameter). The tuning has been done with 

the help of k-cross validation method [20] having 10 folds. From the results, it is inferred that the 

  values lies in between 13.05 to 19.21 and 
2

  lies in 0.58 and 0.83. The MOM-SVM has been 

trained and tested to the mean value obtained for   and 
2

  as shown in Figure 5. Figure 5 

shows the correlation between the modeled output values and the actual data-points using 
MOM-SVM for both the output parameters frequency and phase noise simultaneously. Also, the 
mean square error was found to be 0.0390. 
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5. Conclusion 
This paper shows a novel modeling technique to develop macro-model for analog 

circuits using MOM-SVM. This method models accurately the multi-output parameters of VCO in 
terms of its transistor width as input parameter. Modeling accuracy has been improved tuning of 
regularization parameter and RBF-Kernel parameter. Also, RBF kernel helps MOM-SVM to 
generate model with better accuracy of 96.1% using k-cross validation method. 
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