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Abstract 

Content Based Image Retrieval (CBIR) aims at retrieving the images from the database based on 
the user query which is visual form rather than the traditional text form. The applications of CBIR extend 
from surveillance to remote sensing, medical imaging to weather forecasting, and security systems to 
historical research and so on. Though extensive research is made on content based image retrieval in the 
spatial domain, we have most images in the internet which is JPEG compressed which pushes the need 
for image retrieval in the compressed domain itself rather than decoding it to raw format before comparison 
and retrieval. This research addresses the need to retrieve the images from the database based on the 
features extracted from the compressed domain along with the application of genetic algorithm in 
improving the retrieval results. The research focuses on various features and their levels of impact on 
improving the precision and recall parameters of the CBIR system. Our experimentation results also 
indicate that the CBIR features in compressed domain along with the genetic algorithm usage improves 
the results considerably when compared with the literature techniques.  
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1. Introduction 
Image processing research is growing consistently and lot of new developments are 

there in the same [26-29]. Content based image retrieval is a database management system 
that is generally used for retrieval of images based on the image similarity with the user query 
image. It uses visual contents in order to search the images from a large database and is an 
active research area since 1990. There has been a remarkable progress in the past decade but 
most of the theoretical research and CBIR system development has happened only on the 
spatial domain. There are still many open problems to be solved that attract researchers from 
different disciplines. In a typical CBIR system as shown in Figure 1, the visual contents of the 
images are not directly compared; rather they are extracted and described in the form of multi-
dimensional feature vectors. These vectors in turn form the feature database that is used in 
comparison and retrieval process. The user will provide the input in the form of an example 
image or as a sketch. The system will then extract the same set of features from this query 
image and compare it with all the features in the database to retrieve back the closest ones.  

The same principle can be extended for both spatial domain as well compressed 
domain, the only difference being in the set of features extracted and the method of extraction. 

In order to improve the results of the CBIR system, most works accommodates a 
feedback mechanism either explicit or implicit and use the end users response in predicting the 
outputs. 

The visual contents of an image include color, texture and shape. These features can 
be extracted through different mechanisms that are discussed in depths across the literature [1]. 
But most of the research work focuses on extracting these features from the spatial domain on 
the RGB or HSV values directly [2]. 
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Figure 1. Content Based Image Retrieval System 
 
 

According to Internet Trends 2014 code conference [3], people upload an average of 
1.8 billion digital images every single day and that is equivalent to 657 billion photos per year 
which is a very huge number. Most of these images are in JPEG compressed format and hence 
a direct retreival mechanism in this compressed domain would be better as compared to 
decompressing them completely which is a costly process in digital world. In this work, we have 
identified the features that can be extracted in the compressed domain on the DCT coefficients 
itself and also propose to use genetic algorithms for getting the relevance feedback from the 
end user and apply it in fine tuning the retrieved results. 
 
 
2. Literature Survey 

Image content includes both visual and semantic content for its description.  It could 
also be specific to a particular domain or a generic feature. Specific ones include human face, 
finger prints etc. are used in specific application while the generic ones like color and texture are 
used in other domains. The challenge involved in designing a robust CBIR system is in 
extracting the content descriptors which should be invariant to the issues introduced due to 
imaging process. 

Researchers from different fields including computer vision, database management, 
and information retreival are all attracted to CBIR problem statement [5] from the year 1992. 
Also since the year 1997, the different research publications are mostly based on primitive 
features extracted from the spatial domain [6] and some had relevance feedback added to it [7].  

Efforts were also made to combine the visual features together for an improved and 
robust performance of CBIR system [8] but lacked the optimization solution as it takes a huge 
amount of time for feature extraction, comparison and retreival process [9]. This made the 
researchers to turn towards extracting the features in the compressed domain itself as the huge 
amount of data in the internet as well as local storage is in JPEG compressed format [12]. 

Color is an important feature in judging the image similarity and hence multiple research 
papers are published using this feature [17]. Texture is the next commonly used feature [19] as 
it helps in identifying the repeated patterns in the image or a video frame. To differentiate 
between different objects of the same color, Texture will be very useful. The different texture 
descriptors that are usually extracted from the images include mean, standard deviation, 
angular second moment, inverse difference moment, sum average, contrast, correlations and 
sum variance. These above mentioned descriptors have been used to select on the number of 
uniform or textured or coarse blocks present in the image. 

Shape is the last used feature in most CBIR systems. In order to find the shape of the 
image, different edge detection algorithms [14] are used. They compute the moment of the 
query image and integrate the moment features of given images row and column wise [21]. 
Then they are compared against the database stored images moments and the closest 
matching ones are retrieved back. 

For two reasons including the overhead in decompressing the images and the fact that 
the compressed ones hold the most wanted information by removing the redundant information 
during the compression process, there were research works on compressed domain CBIR 
systems as well [22]. Zhe-Ming Lu and others [23] feel that the existing CBIR methods are far 
from the practical application and have presented a novel approach in extracting the color, 
texture and other features on the DCT domain. Their system is found to be suitable for all color 
images of different sizes as well. 
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Genetic algorithms (GA) exist in the literature and use as well for a while and is a 
method for explaining both constrained and unconstrained optimization problems based on a 
natural selection process. The algorithm modifies a population repeatedly of individual solutions. 
Genetic algorithms along with precision and recall parameters can be used as a fitness function 
in selecting the optimum weights of features [24]. It is observed that the optimal weights of 
features that are computed by GA have improved meaningfully all the assessment measures 
including average precision and recall for the combined features method. Though it is explored 
mostly in spatial domain features, we have extended the GA to the features extracted in the 
compressed domain and found the results to be even better. 
 
 
3. Proposed Research Framework 

Image Retreival can be classified based on different levels of complexity in extracting 
the features as Level 1, Level 2 and Level 3 respectively. Level 1 deals with primitive features 
including color, texture and shape while level 2 is based on logical or derived features and level 
3 is about retrieval based on abstract attributes. Level 3 takes in to account the semantics, 
purpose and content of the image on top of primitive features. Semantic gap deals with the 
difference between the user query and the retrieval results. Tougher the feature extraction from 
a meaningful data will reduce the semantic gap. For this purpose, we will first extract the 
features from the DCT domain which has no redundant information in it. 
 
3.1. JPEG Standard and Content Analysis 

JPEG (Joint Photographic Experts Group) is a lossy compression technique used in 
storage of digital images. The degree of compression is an adjustable parameter based on the 
application and use cases. Moreover it is the most common format used for storing and 
transmitting the images on the World Wide Web [25]. So, we consider JPEG images compared 
to other compression formats in this research work. 

JPEG uses a lossy compression technique based on the Discrete Cosine Transform 
(DCT). This transform converts a 2D image in the spatial domain to the frequency domain. As 
the human psychovisual system does not give importance to the high frequency information, 
this transformation in the process of quantization removes all these redundant information and 
stores back only the required details to reproduce the image. Though this method comes under 
lossy compression technique, we get the required amount information that is needed for the 
content based image retreival system.  

The encoding process involves color space transformation, down sampling, block 
splitting followed by discrete cosine transformation of the data, quantization, entrophy encoding 
and packing. The decoder follows the exact reverse process as shown in Figure 2 and in this 
work, we concentrate hugely on DCT part as the feature extraction is surrounding that. The two 
dimensional DCT is given by: 

 

 
 

 In the above equation ‘u’ represents the horizontal spatial frequency, v represents the 
vertical spatial frequency. g(x,y) corresponds to pixel value at co-ordinates (x,y) and G(u,v) 
represents the DCT coefficients at co-ordinates (u,v).  
 
 
 
 
  
 
 

 
 
 

Figure 2. Feature Extraction from JPEG compressed image 

Feature Extraction  

JPEG Compressed 
Image as input 

 

Huffman decoding and 
de-quantization 

DCT Features 



IJEECS  ISSN: 2502-4752  

Content Based Image Retrieval using Feature Extraction in JPEG Domain… (N. Parvin) 

229 

 At the end of DCT transform, we get 64 frequency components. The left most and the 
first DCT coefficient represents the DC component which corresponds to the average luminance 
in this block and is the most important information. The other 63 coefficients can be classified as 
the low and high frequency components based on their position in the block. Various features 
can be extracted from these coefficients which are discussed in the next section. 
 
 
4. Feature Extraction in the DCT Domain 
 We extract the features from the JPEG compressed image before proceeding with 
image matching and retreival process. In this section we detail the different features considered 
in our work for image retrieval. The different features include color and texture information from 
the compressed images. 
 
4.1. Color Feature from DCT 

Color is important visual information and it was established using the content based 
image indexing. So we get the color moments as the first feature vector in our work as well. It is 
represented through the first two moments namely the mean and the standard deviation. 

 

 
 
Along with the color moments, we also use color histogram for identifying the image 

content. This is given by: 
 

h(i)  = ni / n 
 
Here ni represents the number of pixels of the ith color and n represents the number of 

pixels in the image. We extract and store these feature vectors in the database. We calculate 
them independently for every block identified and store all of them. 
 
4.2. Texture Feature from DCT 

Texture is the next feature identified for image retreival purposes. The first DC 
coefficient in the DCT block represents the energy information of the image while the remaining 
AC components indicate the frequency information. The direction information is also present in 
the block. The dominant directions along with the gray level variations of the image are 
extracted and stored in the image database as independent feature vectors. Each sub block is 
processed independently as shown in Figure 3. 

 
 

 
 

Figure 3. Texture Extraction from DCT blocks 
 
 
The vertical and horizontal information’s are extracted from each block and processed 

for further usage. Once all the values are computed, we calculate the mean and standard 
deviation over these values and store them. The feature vectors represent the average 
greyness, horizontal texture, vertical texture and diagonal texture of a particular image sub 
block, respectively. These coefficients are intentionally selected as they are vital to the greyness 
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and image directionality. Also, only the low frequency coefficients of the sub block are selected 
as they deliver higher energy level in a usual DCT domain. 
 
 
5. Genetic Algorithm in CBIR Compressed Domain Approach 

The difference seen between the user’s need and the images retrieved represents the 
semantic gap in CBIR systems. In order to reduce this semantic gap, relevance feedback 
mechanisms are introduced. By means of this relevance feedback, we will be able to integrate 
human perception in to the query and evaluate the results as well.  

Genetic algorithms which is a method for solving optimization problems can thus be 
borrowed from biological evolution to relevance feedback mechanism in CBIR systems. Genetic 
algorithms simulates the process of evolution and evolution is an optimizing process. Through 
this process, the successive generations will become better and better and each generation is 
like an iteration in numerical methods. In CBIR system also, we improve the results over every 
iteration through relevance feedback from the end user.  

Selection, crossover operation and mutation along with acceptance are the different 
stages involved in genetic algorithm as depicted in Figure 4. Selection operation is the first in 
the list which takes care of selecting the individual feature vectors as parents that can generate 
offspring. The selection happens through the fitness level. The better the feature vectors are, 
there are more chances for them to be selected. The successor’s generation in a genetic 
algorithm is found by a set of operators that recombine and mutate certain members of the 
existing population. Crossover and mutation are the two most common operators used for this. 
The crossover operator yields two new offspring from two parent strings, by replicating certain 
bits from each parent. The mutation on the other hand will make small changes to the bit string 
by selecting a random bit and modifying its value. 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

Figure 4. Genetic Algorithm in refining the CBIR results 
 
 
 The fitness function is obtained by the following equation:  

 
F1 = Rr – Rn – Nr 

 
where Rr is the number of images retrieved that are in the set of relevant images provided by 
the database and judged as relevant by the user implicitly without their knowledge. Rn refers to 
the number of images retrieved that are not included in the standard relevant set and Nr is the 
number of relevant documents that is not retrieved. 
 The images are sorted now in the order of decreasing similarity and the final fitness is 
given by the equation: 
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where |D| refers to the total number of images retrieved and r(d) signifies the relevance of the 
images d. This will be unity if the image is relevant otherwise zero. By this way, during every 
iteration we will be able to filter out the irrelevant images and display back the matching ones. 
 
 
6. Results and Discussion 

One of the main goals of this research was to improve the retreival accuracy of the 
CBIR system and find its use in multiple fields. We have used the STL-10 dataset for our 
experimentations. It is motivated by the CIFAR-10 dataset but has alterations to it. We have 10 
different classes including the airplane, tiger, bird, duck, players, buildings, flowers, ships and 
water images in it. We have used 500 images in the database and 25 images for testing. All the 
images are of 96*96 pixels and JPEG compressed.  

As a first step, we have extracted the color and texture features from the 500 images 
that are present in our database and stored them as multidimensional feature vectors. Then we 
had a MATLAB implementation of GUI for querying a test image and to display the results. We 
started testing the 25 images one by one. Every time a query image is provided, we extract the 
same set of features from it and used Euclidean distance method to find the distance between 
the extracted feature vector value and the data present in the database. We then used precision 
and recall parameters for estimating our retrieval accuracy.  

As a final step, we introduced the Genetic algorithms in getting the relevance feedback 
from the end user and used it in fine tuning the retreival results. It is clear from the results that 
the retrieval accuracy increases by 12% when we use relevance feedback and genetic 
algorithms in compressed domain content based image retreival systems. The data set along 
with the retrieved images are illustrated in Figure 5 while the results are tabulated in Table 1. 

 
 

   
 (a)                              (b)                                  (c) 

Figure 5. Snapshot of the data set (a), input test image (b) and retrieved results (c) 
 
 
Though the original retreival results from the above Figure 5 shows only the first four to 

be relevant, we find that with the help of relevance feedback and genetic algorithms, the 
retreival accuracy improves considerably and those results are tabulated in Table 1. Precision 
found in the table is defined as number of retrieved images that are relevant divided by total 
number of retrieved images from the database. The other parameter recall is defined in the 
similar way as the number of retrieved relevant images from the database divided by total 
number of relevant images. 

 
 

Table 1. Recall and Precision Ratio for Different Kinds of Images 
Images Recall Ratio (%) Precision Ratio (%) 

Flower 85 92 
Tiger 72 85 
Duck 60 78 

Building 74 80 
Players 86 90 

Bird 78 88 
Water 82 86 

Elephant 76 92 
Sun 80 88 
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We have presented two stage retrieval processes in this research work. At the first 
stage, we have used the primitive features namely the color and texture which are extracted 
from the DCT coefficients of the JPEG compressed image and at the second stage we have 
used the genetic algorithm in fine tuning the retrieved results. We find that the results improve a 
lot with relevance feedback from the end user when genetic algorithms are deployed in 
compressed domain content based image retrieval as compared to the spatial domain content 
based image retrieval systems. 

 
 

7. Future Recommendations 
The proposed idea can be extended towards DWT compressed images as used in 

JPEG 2000 methodology. Though we have tested against an animal data set, the proposed 
approach can be tested against different commercial applications including crime prevention, 
security checks, medical diagnosis, intellectual properties, architectural and engineering designs 
etc. to lost a few. The field of open questions is still very huge and much interesting work can be 
done to get a large and robust feature set in content based image retrieval systems. 
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