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Abstract 
An electronic nose was used to distinguish between selected herb samples according to their 

family group species. This paper aims to evaluate the potential of using the electronic nose to characterize 
three groups of families of twelve herb species based on the discriminant analysis approach. The feature 
extraction involves the use of a signal processing technique that simplifies classification and yields optimal 
results. Two discriminant techniques: the principal component analysis (PCA) and the multiple discriminant 
analysis (MDA) were used to investigate the potential to distinguish herb species between several herbs 
within the same family group. The results showed that the twelve herb species can be better classified 
using the MDA method compared to the PCA method. 
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1. Introduction 
Phytochemicals in the form of volatile compounds give each herb different characteristic 

odors. Terpenes, steroids, phenolic compounds, amino acids, lipids, and alkaloids are common 
herbal constituents in herbs [1]. Herbs identification researches based on leaves characteristics 
have been proposed in various techniques and systems. This is because leaves have unique 
characteristics, such as shape, color, texture, and the nature of the odors [2-5]. However, 
dealing with herbs in the same group of family is more challenging than with different family 
groups since their physical appearances and aroma may be similar. Traditionally, botanists and 
forest rangers are the ones who are assigned to recognize, identify, and characterize the plant 
species. Unfortunately, many of the existing plant species on earth are still unknown due to the 
limited number of resources, and experts. Additionally, the human sensory panels are subjective 
and also inaccurate [2, 3].  

Persaud, el al., [6] invented the mimicking nose system in 1982. The electronic nose (E-
nose) is an analytical instrument, which consists of an array of chemical gas sensors with 
different gas selectivity, together with a pattern recognition system that can differentiate 
between odors and flavors [2, 3]. Currently, various techniques for automatic herbs recognition 
were proposed in pattern classification algorithms. E-nose for herbs identification relies on the 
selection of gas sensors, and the ability of the system to analyze the odor detection signal as 
well as to process the extracted information for discriminant analysis before the implementation 
of species classification. The selection of gas sensors depend on the volatile compounds that 
exist in the herbs. Gas chromatography mass spectrometer (GCMS) is used in many sectors to 
identify volatile compounds [7]. However, GCMS is a very complex experiment, and requires a 
huge budget for herbs odor analysis.  

Some of the common challenges during the data collection process in signal processing 
are noise, duplication, and high dimensionality of data. The size of a dataset must be reduced 
during the pre-processing stage for further analyses, such as for classification, in order to obtain 
optimum results. In statistical pattern recognition, discriminant analysis is a learned 
discriminative feature transformation technique [8]. Discriminant analysis can reduce the 
dimension of the dataset, and it is one of the feature extraction processes [9, 10]. In this study, 
we will focus on two methods of data reduction: 1) principal component analysis (PCA), and 2) 
multiple discriminant analysis (MDA). Basically, PCA and MDA are two linear transformations 
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that are involved in projecting their features from a higher to a lower dimensional space. The 
difference between these methods is that the PCA finds the directions that can maximize the 
variance, while the MDA finds the directions that can maximize the separation between classes. 
Furthermore, PCA is an unsupervised learning method, while MDA is a supervised learning 
method. This paper investigates the potential of using these types of discriminant analyses to 
discriminate three family groups of twelve aromatic herb species, which were collected from the 
UPM botanical garden. The electronic nose system was used for collecting the data of the 
herbs’ odor responsesere evaluated to determine a linear transformation that are best 
discriminate among the classes. 
 
 
2. Research Method 
2.1. Overview of E-Nose Experiment 

The development of the electronic nose was targeted to classify twelve herb species 
from three aromatic herb families, which were the Lauraceae, Myrtaceae, and Zingiberaceae 
family have been performed by Mohamad Yusof et al. (2015) [11]. The list of herbs was chosen 
with consultations from the botanists at the Bioscience Institute, Universiti Putra Malaysia based 
on the availability of the samples. Each sample was collected from the Agricultural Conservatory 
Park, Universiti Putra Malaysia. The scientific names of the samples are listed in Table 1. The 
selection of gas sensors for the electronic nose was conducted by Mohamad Yusof et al. (2014) 
[11], as listed in Table 2. FIGARO gas sensors were selected due to their fast response towards 
a broad range of chemical compounds, in addition to being affordable, with low power 
consumption, and a large number of target gas detection. 

 
 

Table 1. Scientific names of the twelve herb species 
Names of Herb Species 

Family Lauraceae Family Myrtaceae Family Zingiberaceae 

Cinnamomum Iners Syzygium Aromaticum Scaphoclamys Kunstleri 
Cinnamomum Verum Syzygium Polyanthum Etlingera Terengganuensis 

Cinnamomum Porrectum Melaleuca Alternifolia Zingiber Zerumbet 
Litsea Elliptica Rhodomyrtus Tomentosa Elettariopsis Curtisii 

 
 

Table 2. The selected FIGARO MOS gas sensors for the electronic nose 
 Sensor Type Abbreviation Type of gas detection 

TGS 2610 Sensor 1 Butane, propane, liquefied petroleum gas 
TGS 2611 Sensor 2 Methane, natural gas 
TGS 2620 Sensor 3 Alcohol, toluene, xylene, volatile organic compound 
TGS 823 Sensor 4 Organic solvent vapors 
TGS 832 Sensor 5 Halocarbon, Chlorofluorocarbon 

 
 
2.2. Principal Component Analysis 

Discriminant analysis is a powerful tool for analyzing the pattern of data discriminate in 
graphical representations. Various methods are available for discriminant analysis, such as the 
principal component analysis (PCA), linear discriminant analysis (LDA), multiple discriminant 
analysis (MDA), and so forth. Computationally, a discriminant analysis investigates the best 
discriminate data by transforming the high dimensionality of the data into a new dataset with low 
dimension, and without much loss of information. PCA was introduced by Pearson in 1901 [8]. It 
is an unsupervised multivariate data analysis technique that is used to visualize a pattern by 
projecting data to an eigenvector with largest eigenvalue that maximizes the variance of the 
projected data, as shown in Figure 1. The PCA is computed by determining the eigenvectors, 
and the eigenvalues of the covariance matrix. The covariance of two random variables is their 
tendency to vary together. Even when the PCA performs a coordinate rotation that aligns the 
transformed axes with the direction of the maximum variance, it does not guarantee a good 
discriminant between classes. Besides, it does not consider the class label of the feature vector 
because of its unsupervised dimension reduction [8]. The equation for PCA can be computed 
as: 

                 (1) 
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Where a set of d-dimensional data,               , while               is an 
eigenvector, which gives the new projected data,  . 
 

 
Figure 1. PCA versus MDA projection mapping 

 
 
2.3. Multiple Discriminant Analysis 

MDA is a supervised learning and discriminative technique for solving multiclass 
problems. This technique is inspired by Fisher’s linear discriminant analysis for solving the 
discrimination between two-class problems. The MDA also project data in a similar way to the 
PCA but the projected data would be according to the best separated in the least-square sense. 
MDA will search for the optimal transformation whereby the projection should still maximize the 
ratio of between-class scatter to the within-class scatter, as shown in Figure 1. As a 
consequence, discrimination mapping between classes are well separated with less losses of 
information. The Fisher criterion function is defined in Equation (2); 

 

      
         

         
         (2) 

                   
  

                 
 
Where    and    are the ratios of between-class scatter matrix and within-class scatter matrix, 

respectively. The scatter matrix of n-class are           , while   is the projection matrix, and 

     is an eigenvalue that measures the difference between class means by measuring the 
within-class scatter matrix.   

 
 

3. Results and Analysis 
The discriminant analysis techniques in this research were implemented to discriminate 

multiclass problems by using the principal component analysis, and the multiple discriminant 
analysis. Twelve aromatic herb species from three group families were studied. The projected 
data results for the lower dimension space of four distinct clusters of herb species for each 
group family using PCA and MDA are shown in Figure 2 and Figure 3, respectively. Meanwhile, 
Table 3 lists the percentage results of the principal component (PCA1 versus PCA2) from the 
PCA method, and the percentage results of the multiple discriminant component from the MDA 
method (MDA1 versus MDA2).  

The percentage of component represents the percentage of the remaining data 
information after the transformation to a new coordinate. The first component (PCA1 and MDA1) 
contains the most information compared to the next number of component (PCA2 and MDA2). 
The first components for the MDA for all three family group species: Lauraceae, Myrtaceae, and 
Zingiberacea were 94.19%, 98.04%, and 70.99%, which were higher than the PCA percentages 
of 77.82%, 75.14%, and 62.40%, as shown in Table 3. These results showed that MDA has less 
of a total loss of information compared to PCA because the percentage of MDA1 was greater 
than the percentage of PCA1.  
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Table 3. The percentages of principal component analysis and multiple discriminant component 
Family Name PCA1 (%) PCA2 (%) MDA1 (%) MDA2 (%) 

Lauraceae 77.82 20.35 94.19 5.39 
Myrtaceae 75.14 24.28 98.04 0.99 

Zingiberaceae 62.40 32.09 70.99 27.56 

 
 

 
(a) Family Lauraceae 

 

 
(b) Family Myrtaceae 

 

 
(c) Family Zingiberaceae 

 
Figure 2. Discriminant analysis using Principal Component Analysis method, PCA1 versus PCA2 
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(a) Family Lauraceae 

 

 
(b) Family Myrtaceae 

 

 
(c) Family Zingiberaceae 

 
Figure 3. Discriminant analysis using Multiple Discriminant Analysis method, MDA1 versus 

MDA2 
 

 
MDA results in Figure 3 show better discriminations compared to results using PCA in 

Figure 2, whereby twelve herb species from three family groups were well separated, even 
though their physical appearances and aromatic characteristics are almost the same. MDA 
shows a greater percentage of information data on first projection vector compared to PCA. 
Therefore, the herb species within the same class were projected very close to each other, 
while simultaneously telling them farther apart from among as many different species or classes 
as possible. Better separation between classes will help in increasing the accuracy of the 
classification. 
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4. Conclusion 
Both discriminant techniques represented a projection vector (dataset) onto a lesser 

dimensional space by extracting the most relevant information with less losses of information. 
This paper presents a comparison between two discriminant analysis methods when 
discriminating the classes of twelve herbs species among three group families. The results 
showed the advantages in using the MDA technique over the PCA. In general, discriminant 
analysis seeks to project data along a certain direction that can give better discrimination among 
several classes. Both discriminant techniques had performed the discrimination to visualize the 
classifications among several herb group species. MDA had shown a better separation between 
herbs species even for those in the same family when compared to the PCA technique using 
discriminant features. 
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