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Abstract 
Job shop scheduling problem (JSSP) is considered to belong to the class of NP-hard 

combinatorial optimization problem. Finding a solution to this problem is equivalent to solving different 
problems of various fields such as industry and logistics. The objective of this work is to optimize the 
makespan in JSSP using Golden Ball algorithm. In this paper we propose an efficient adaptation of Golden 
Ball algorithm to the JSSP. Numerical results are presented for 36 instances of OR-Library. The 
computational results show that the proposed adaptation is competitive when compared with other existing 
methods in the literature; it can solve the most of the benchmark instances. 
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1. Introduction 
The job shop scheduling problem (JSSP) is notoriously combinatorial optimization 

problem; it belongs to the class of NP-hard problems [1]. The purpose of the JSSP is to 
schedule a finite set J of n jobs on a finite set M of m machines. Each job is composed of 
several operations. The order of machines for each job is fixed and predefined. All the 
operations should be processed during a given time. 

The objective of this paper is to find a job scheduling with an optimized makespan. In 
the JSSP all jobs are independent and ready for processing at time zero; there is no preemption 
of a given job; there is no permission to process several jobs at the same time on the same 
machine; the precedence relations should be respected. 

Recently many algorithms are used for solving the scheduling problem [2-3], solving the 
JSSP is important for the industrial sector and can have a significant financial impact. Several 
approaches in literature are proposed for optimizing the maximum of the completion time of all 
the jobs (makespan) in JSSP such as: branch and bound (B&B) [4-6], genetic algorithms (GA) 
[7-11], simulated annealing (SA) [12-15], Tabu search method (TS) [16-18], ant colony 
optimization (ACO) [19-22] and neural network (NN) [23]. 

In this work we propose an efficient adaptation of the Golden Ball algorithm (GBA) to 
the job shop scheduling problem (JSSP). This algorithm is inspired by the soccer concepts to 
produce optimal results. The proposed adaptation has never been tested with JSSP; it able to 
solve the most of OR-Library instances. 

This paper is structured as follows: In section 1, Introduction. In section 2, job shop 
scheduling problem formulation. In section 3, the golden ball metaheuristic. In section 4, the 
golden ball adaptation. In section 5, results and discussion [24] Finally a conclusion.   

 
 

2. Job Shop Scheduling Problem Formulation 
For an n jobs and m machines, the JSSP can be defined by a set J of jobs J= {J1,…, 

Jn}, which have to be processed on a set M of machines M= {M1,…., Mm}. 
Each job consists of m operations, denoted by Oik, i defines the job to which the 

operation belongs and k indicates the machine Mk on which the operation should be processed. 
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Each operation must be executed following a predefined order and during an 
uninterrupted processing time pik. Only one operation can be processed on a given machine 
during a period of time. 

The completion time of all jobs (makespan Cmax) should be optimized by finding a 
schedule with minimum makespan. 

The following matrix presents JSSP with tree machines and four jobs: 
 

(

            
            
            
            

) 

 
Each line contains the machine number and the processing time of each operation. For 

example the first and the second column of the first line (1 6) mean that the operation O11 is 
processed on the machine number 1 for 6 times, the third and the fourth column of the second 
line (1 3) mean that the operation O22 is processed on the machine number 1 for 3 times, and 
so forth. 

A schedule is represented by a permutation of a set of operations on each machine, in 
this example the best schedule obtained is O31, O41, O42, O11, O21, O32, O12, O13, O22, 
O33, O23, O43 with a minimal makespan Cmax=17; the makespan is calculated using the 
Gantt chart representation (Figure 1): 

 
 
 
 
 
 
 

Figure 1. Gantt Chart Representation 
 
 
3. Golden Ball metaheuristic 

The Golden ball metaheuristic was proposed by by E.Osaba et al [25], it is inspired of 
soccer concepts to find the optimal solution. The proposed algorithm is composed of four main 
phases (Figure 2) [25]: Initialization phase, Training phase, Competition phase and Transfer 
phase. The reader is referred to [26] and [27] for more details. 

 
 

 

Figure 2. Flowchart of GB Metaheuristic 
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4. Adaptation of Golden Ball Algorithm to Job Shop Scheduling Problem 
Table 1 presents the equivalence of each soccer term used in GB algorithm for solving 

the JSSP. 
 

Table 1. Equivalence of Soccer Terms  
Soccer terms Equivalence in JSSP 

Player Schedule 
Team Group of schedules 

NT Number of groups of schedules 
NP Number of schedules per group 

Quality Completion time of schedule (Cmax) 

Strength value 
Average completion time of each group, it is equal 

to the sum of all Cmax divided by NP 
Coach Training function 

Captain Best schedule of the group 
 

 
 

 

 
Conventional training functions are defined by using, the flowing techniques: 

2-opt [28]-[29], Insertion method [30] and Swapping technique [31]. We used the Ordered 
Crossover (OX) [32] as a custom training function. 

In the competition phase each schedule of the group should be compared with another 
existing in other group chosen randomly. The group who has the better schedule receives 3 
points. If the two schedules are equal the both groups receive 1 point. 

In the transfer phase, schedules and training functions are exchanged between groups. 
 
 
3. Results and Discussion 

The program is tested on different instances of OR-library. The GB algorithm was 
implemented in C language and compiled using Microsoft Visual Studio 2008, the program code 
was executed in computer with Genuine Intel( R ) 575 @ 2.00 GHz 2.00 GHz RAM 2,00 Go.  

 
 

Table 2. Parameters Values 
NT 4 
NP 3 

Maximum execution time of the program 3600s 

 
 

 
 

 

Table 3.  Results Obtained for Each Instance 
NT ABZ5 ABZ6 FT06 FT10 LA01 LA02 ORB04 ORB07 

2 1242 948 55 980 666 664 1041 400 
3 1242 945 55 954 666 655 1034 397 
4 1250 943 55 965 666 655 1010 407 
5 1245 948 55 963 666 655 1032 410 
6 1234 948 55 950 666 655 1023 409 
7 1247 943 55 975 666 655 1030 405 

 

 
 

 

 
 

Table 4.  

 

Table 4.  Results obtained depending on the NT parameter 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

N
T 

ABZ5 ABZ6 FT06 FT10 LA01 LA02 ORB04 ORB07 

Avg 
S. 

Dev
% 

Avg 
S. 

Dev
% 

Avg 
S. 

Dev
% 

Avg 
S. 

Dev
% 

Avg 
S. 

Dev
% 

Avg 
S. 

Dev
% 

Avg 
S. 

Dev
% 

Avg 
S. 

Dev% 

2 1268 17,52 970,8 17,85 56,6 1,62 1015,8 43,29 666 0,00 684,6 19,96 1052,8 8,81 424,2 16,16 

3 1260 13,74 956,8 9,01 55 0,00 973,2 13,96 666 0,00 664,8 8,86 1039,8 6,93 412 8,41 

4 1256,6 6,05 949,6 4,96 55 0,00 973,8 9,36 666 0,00 655 0,00 1033,2 12,02 410,6 3,92 

5 1253,8 7,13 966,2 21,80 55 0,00 970,2 5,74 666 0,00 660,2 6,40 1039,2 7,46 414,8 3,76 

6 1251,2 9,60 953,2 5,97 55 0,00 957,6 4,45 666 0,00 657,4 4,80 1043 12,60 416,4 6,37 

7 1253,6 5,35 959,6 8,86 56,6 0,00 983,4 6,21 666 0,00 655 0,00 1035,8 7,39 408,6 3,00 
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Table 5. Computational Results for Benchmark Instances 
Problem  Golden Ball Algorithm 

Instance n ×  m BKS Best Worst Average %Error Time 

ABZ5 10× 10 1234 1234 1264 1248,2 1,1507 934 

ABZ6 10× 10 943 943 978 955,5 1,3255 1224 

FT06 6× 6 55 55 55 55 0,0000 0 

FT10 10× 10 930 946 987 962,1 3,4516 1774 

LA01 10× 5 666 666 666 666 0,0000 0 

LA02 10× 5 655 655 655 655 0,0000 2 

LA03 10× 5 597 597 611 604,7 1,2897 93 

LA04 10× 5 590 590 598 593,2 0,5423 11 

LA05 10× 5 593 593 593 593 0,0000 0 

LA06 15× 5 926 926 926 926 0,0000 0 

LA07 15× 5 890 890 890 890 0,0000 1 

LA08 15× 5 863 863 863 863 0,0000 0 

LA09 15× 5 951 951 951 951 0,0000 0 

LA10 15× 5 958 958 958 958 0,0000 0 

LA11 20× 5 1222 1222 1222 1222 0,0000 2 

LA12 20× 5 1039 1039 1039 1039 0,0000 1 

LA13 20× 5 1150 1150 1150 1150 0,0000 1 

LA14 20× 5 1292 1292 1292 1292 0,0000 0 

LA15 20× 5 1207 1207 1207 1207 0,0000 9 

LA16 10× 10 945 945 979 952 0,7407 48 

LA17 10× 10 784 784 787 784,5 0,0637 511 

LA18 10× 10 848 848 861 856,1 0,9551 1902 

LA19 10× 10 842 852 875 872,9 3,6698 2268 

LA20 10× 10 902 907 922 912,2 1,1308 3600 

LA21 15× 10 1046 1087 1139 1115 6,5965 3600 

LA27 20× 10 1235 1288 1365 1323,2 7,1417 3600 

LA40 15× 15 1222 1287 1355 1320,5 8,0605 3600 

ORB01 10× 10 1059 1091 1139 1124,2 6,1567 3600 

ORB02 10× 10 888 902 934 913,3 2,8490 2893 

ORB03 10× 10 1005 1029 1119 1066,3 6,0995 3600 

ORB04 10× 10 1005 1015 1063 1034,9 2,9751 1125 

ORB05 10× 10 887 898 958 923,4 4,1037 3600 

ORB06 10× 10 1010 1023 1078 1051,6 4,1188 2701 

ORB07 10× 10 397 401 418 412,4 3,8790 3600 

ORB08 10× 10 899 913 967 939,4 4,4938 3600 

ORB09 10× 10 
 

934 946 980 955 2,2483 1006 

 
 

The Table 5 represents the following informations. 
BKS: Best known Solution  Average: The average cost 
Best: Best schedule   RPD: The relative percentage difference is calculated as 
follows 

Worst: The worst schedule         
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The application is run ten times for each test instance. The program stops when the GB 
algorithm is executed more than 40 times or the best solution is reached. The maximum 
execution time of the application is 3600s. 

The following Table 6 compares the performance of our proposed algorithm with some 
studies in the scheduling literature. The results shown in bold represent the best makespan 
values obtained using our proposed algorithm. The comparative results show that GB algorithm 
is able to produce reasonable schedules. 

 
 

Table 6. Best Results of Some Studies in the Scheduling Literature 

Methods ABZ5 ABZ6 FT06 FT10 LA01 
LA02 LA03 LA04 LA05 LA16 

Optimal Solution 1234 943 55 930 666 655  597  590  593  945 

GB Algorithm 1234 943 55 946 666 655 597 590 593 945 

Geyik and Cedimoglu [33] 1238 947 55 971 666 655 597 593 593 962 

Bondal (AISs) [34] 1434 1084 55 1208 702 708 672 644 593 1124 

Bondal (GA) [34] 1339 1043 55 1099 666 716 638 619 593 1033 

Mahapatra [35] - - 55 930 666 655 597 590 593 - 

Chaudhuri and De [36] - - - 1136 - - - - - - 

Luh and Chueh [37] - - 55 - 666 655 597 590 593 - 

Udomsakdigool and 
Kachitvichyanukul [38] 

- - 55 944 666 658 603 590 593 977 

Kaschel et al. [39] - - 55 951 - - - - - - 

 
 
4. Conclusion 

This paper presents an adaptation of new metaheuristic called Golden Ball (GB) 
algorithm to the job shop scheduling problem (JSSP). This proposed technique is based on 
soccer concept to find the optimal schedule with the best makespan. The GB algorithm is 
recently proposed to solve some routing problems such as asymmetric traveling salesman 
problem (ATSP), the vehicle routing problem with backhauls (VRPB), the flow shop scheduling 
problem (FSSP). The proposed adaptation seems to be promising; it solves the most of OR-
Library instances in less time. The numerical results show that our adaptation is competitive 
when compared with other existing methods in the literature. However, the proposed adaptation 
needs an improvement to be more efficient in solving some benchmark instances. As 
perspective, we plan hybrid the GB algorithm with other algorithm and apply it to other NP-hard 
combinatorial optimization problems. 
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