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Abstract 
This paper investigates how to perform robust and efficient unsupervised video segmentation 

while suppressing the effects of data noises and/or corruptions. The low-rank representation is pursued for 
video segmentation. The supervoxels affinity matrix of an observed video sequence is given; low-rank 

matrix optimization seeks a optimal solution by making the matrix rank explicitly determined. We 

iteratively optimize them with closed-form solutions. Moreover, we incorporate a discriminative replication 
prior into our framework based on the obervation that small-size video patterns, and it tends to recur 
frequently within the same object. The video can be segmented into several spatio-temporal regions by 
applying the Normalized-Cut algorithm with the solved low-rank representation. To process the streaming 
videos, we apply our algorithm sequentially over a batch of frames over time, in which we also develop 
several temporal consistent constraints improving the robustness. Extensive experiments are on the public 

benchmarks, they demonstrate superior performance of our framework over other approaches． 
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1. Introduction 
Video segmentation is to partition the video into several semantically consistent spatio-

temporal regions. It is a fundamental computer vision problem in many applications, such as 
object tracking, activity recognition, video analytics, summarization and indexing. However, it is 
still a challenging research area due to its computational complexity and inherent difficulties, like 
the large intra-category variations and the large inter-category similarities. Recently, various 
works on video segmentation have been introduced ranging from mean-shift [1], spectral 
clustering [2,3], graph-based processing [4,5] and superpixel tracking[6,7]. And some 
benchmarks have also been provided to evaluate existing methods and help further study[8,9]. 
Despite of much progress on video segmentation, there exists a critical limitation, i.e., most of 
video segmentation methods have worse segmentation quality due to only utilizing low-level 
features. On one hand, the low-level features are easily contaminated by video noises. On the 
other hand, the low-level features are usually not powerful enough to differentiate the different 
semantic regions. Motivated by the advances in subspace clustering [10], especially the Low-
Rank Representation (LRR) methods is used for image segmentation [11,12]. We pursues the 
low-rank representation[13,14] for video segmentation. 
 
 
2.    Low-Rank Matrix Optimization Model 
2.1. Rank Minimization Problem 

With the development of science and technology, the data capacity is more and more 
big, they are from one-dimensional form to multi-dimensional form, such as image, video, 
network data, etc., so there is the problem with the matrix rank optimization, such as video and 
video processing in the need to compress its storage volume, the less attention parts of video 
needs to the corresponding processing[15]. 

The minimum rank are found to meet the conditions: 
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When X is a diagonal matrix, 0
( ) ( )rank X diag X

，the problem is simplified to 0 -
norm minimization。 

Semidefinite Embedding theorem is introduced, the problem can be reduced to 
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2.2. To Solve Minimum Rank 

a. Nuclear norm heuristic 
First, the problem can be equivalent to finding the X minimum kernel norm, if 

0TX X  , Once again it is converted to the problem of solving Tr (X), Equivalent SDP 
Formulation is ultimately equivalent to: 
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Taylor are started out there； 
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For the usual non-square X is obtained by PSD, 
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Matrix factorization based method 
rank(X)≤r, then X can be expressed as X = FG, F is m × r dimension, G is r × n 

dimension. 
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Finally until to 
( )ke  。 

 
Rank constraint via convex iteration 
For positive semidefinite matrices, two convex problems can be solved: 
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*W  is the optimal solution of the second problem,
*X  is the optimal solution of the first 

problem. 

For non-square
m nX R  ，From the PSD available[16,17]: 
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The low rank representation model can be solved by using the augmented 

Lagrangianmethod(ALM) [18] or linearized ALM [19]. 
 
 
3. Experiment Analysis 

Given an arbitrarily long input video, we adopt the overlapping sliding window approach 
for saving memory and space, and solve the segmentation of video frames within the observed 
window. In this section, we evaluate our video segmentation framework on the standard 
benchmark VSB100 [9], and compare with other methods. Then, we further analyze the 
effectiveness of our main components. At last, the efficiency analysis of our framework is 
discussed. 
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3.1. Experimental Settings 
The selected VSB100[9] for empirical evaluation is very challenging. It is the largest 

video segmentation dataset with high definition frames, and consists of four difficult sub-
datasets: general, motion segmentation, non-rigid motion segmentation and camera motion 
segmentation. The same setting as [9], we regard the general sub-dataset (60 video 
sequences) as our test set for all the approaches. To make the comparison comprehensive, we 
employ the segment number set {2,3,...,51} to produce multilevel segmentation results, and fix 
all parameters in all evaluations. In addition, the number of frames per window is set to be 6, 
and one frame is overlapped between neighboring windows.  
 
3.2. Comparison Results  

We compare our approach with four state-of-theart video segmentation algorithms, 
including BMC [20], VSS [3], HGB [4] and SHGB [5]. The Figure 1. illustrate the Boundary 
Precision-Recall (BPR) and Volume Precision-Recall (VPR) curves of the comparisons on the 
VSB100 dataset. Table 1. gives a summary of the aggregate performance evaluations, which 
includes Optimal Dataset Scale (ODS), Optimal Segmentation Scale (OSS) and Average 
Precision (AP) of BPR and VPR. Herein, the baseline [9] is extension of by propagating the 
results [5] of central frame to other frames with optical flow [22] and labeling image segments 
(across hierarchy) with maximum voting. It adopted more complex image features while 
exploiting additional cues like motion. 

 
 

 
Figure 1. Comparison curves of our framework with its variants and the state-of-the-art 

video segmentation approaches [3,4,5,9,20]. The figures are the comparison curves for 
comparing our framework with previous works 

 
 

Table 1. The aggregation measures of Boundary Precision-Recall (BPR) and Volume 
Precision-Recall (VPR) for comparing with previous works on dataset VSB100 [9]. (*) denotes 
evaluated on video frames resized by 0.5 due to large computational demands and the italic 

denotes the streaming method. Red fonts indicate the best performance. 

 
 
 

From Figure 1 and Table 1, we can conclude that our approach achieves comparable 
performance against the stateof-the-art methods in both BPR and VPR on the VSB100 dataset. 
Specifically, our approach achieves best ODS and OSS values in both BPR and VPR. Though 
all exploiting more informative cues as VSS, our approach performs better for its insensitivity to 
noise. This owes to the proposed sub-optimal low-rank decomposition of affinity matrix of 
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supervoxel features. Besides, the temporal consistent constraints adopted by our approach 
bring better performance than other methods in VPR. It is also worth noting that SHGB is also a 
streaming mode. These superior performances demonstrate that our approach can not only 
effectively infer the affinities between supervoxels, but also preserve the longer-range temporal 
consistency in a streaming mode. These superior performances demonstrate that our approach 
can not only effectively infer the affinities between supervoxels, but also preserve the longer-
range temporal consistency in a streaming mode. In addition, the qualitative comparisons to 
previous works are shown in Figure 2 to demonstrate the superior performance of our 
framework. 

 
 

 
 
Figure 2. Qualitative comparisons with the state-of-the-art video segmentation methods 

HGB and SHGB. We can see that our method qualitatively improves on the algorithm of HGB, 
and substantially outperforms the algorithm of SHGB. 

 
 
Though our framework has achieved superior performance, its AP in both BPR and 

VPR is lower than some of the state-of-the-arts (VSS and HGB). This is due to the low recall 
caused by the small maximum supervoxel number for over-segmentation. As a matter of fact, 
we can alleviate it by simply increasing the supervoxel number. However, to balance the 
accuracy-efficiency trade-off, we currently exploit the small number and will develop an adaptive 
version in our future work. 
 
 
4. Conclusions and Outlook 

In this paper, we have proposed a general algorithm for low-rank representation pursuit 
by decomposing the matrix with the rank fixed and proved that a low rank optimal solution can 
be achieved by alternating closed-formoptimization. Based on this algorithm, we have 
developed an effective and efficient frameworkthat automatically segments streaming videos in 
an unsupervised way. Extensive experiments on the standard benchmarks have demonstrated 
the superior performances of our approach over other state-ofthe-art methods. In future work, 
we will improve our video segmentation framework by introducing more robust video features 
and over-segmentation methods. Our low-rank solution algorithm can be also extended to other 
vision tasks such as multi-object tracking. 
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