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Abstract 
The proposed Compressive sensing method is a new alternative method, it is used to eliminate 

noise from the input signal, and the quality of the speech signal is enhanced with fewer samples, thus it is 
required for the reconstruction than needed in some of the methods like Nyquist sampling theorem. The 
basic idea is that the speech signals are sparse in nature, and most of the noise signals are non-sparse in 
nature, and Compressive Sensing (CS) eliminates the non-sparse components and it reconstructs only the 
sparse components of the input signal. Experimental results prove that the average segmental SNR (signal 
to noise ratio) and PESQ (perceptual evaluation of speech quality) scores are better in the compressed 

domain． 
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1. Introduction 
With the development of communication technology, voice communication has become 

a major communication medium for people to transmit information more convenient. However, 
the widespread nature of noise makes the voice communication quality has declined. Therefore, 
to reduce the noise on the performance of voice communications, improve the quality of voice 
communications, voice denoising for technology has become a hot research topic. S. Boll [1] in 
1979 presented the classic spectral subtraction algorithm (Spectral Subtraction, SS). The 
algorithm assumes that short-term stationary additive noise and speech signal independent of 
the conditions, through the spectrum from the noisy speech signal by subtracting the estimated 
noise spectrum, resulting in denoised speech signal spectrum. But because of its assumption of 
local stability is not consistent with the actual situation, so the results are unsatisfactory, leading 
to larger residual musical noise and other issues. So Berouti [2] in the traditional spectral 
subtraction based on the increase of the size of the adjustment coefficient of the noise power 
spectrum and the enhanced speech power spectrum to increase the minimum limit the 
performance of spectral subtraction. However, due to its correction factor and the minimum 
value is determined based on experience, poor adaptability of the method. Y Ephraim 1984 [3] 
introduced the minimum mean square error to the spectral subtraction, can be part of the 
solution to the music noise and improve the denoising results. But the algorithm requires prior 
estimates because the distribution of speech spectrum, and thus larger than the calculation. P. 
Lochwood et al [4] on the basis of spectral subtraction, SNR of speech signals based on 
adaptive speech enhancement gain function, nonlinear spectral subtraction algorithm is 
proposed (Nonlinear Spectral Subtractor, NSS), although the algorithm to improve the voice 
signal to noise ratio, but the audio quality has not improved. Finally, in order to further reduce 
the musical noise, improving voice clarity, people continue to put forward a variety based on the 
traditional spectral subtraction improved algorithm [5-7], better voice quality improved. However, 
when the signal to noise ratio in low or non-stationary noise, the performance of the traditional 
spectral subtraction tends to become poor. To this end, S Kamath et al, 2002 [8] based on 
iterative multi-band spectrum subtraction method. The method takes into account colored noise 
on the speech spectrum of the inhomogeneity, the introduction of spin sub-band processing 
factors, while maintaining high voice quality at the same time, can effectively eliminate the noise 
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pollution under the colored background noise and music noise. Also based on speech 
production model maximum a posteriori estimation [9], Kalman filters [10-12], it is the voice of 
the generation process can be equivalent to a linear time-varying filters for different types of 
voice using different excitation sources. 

Y Ephraim et al, 1995 [13] constructed the first time in the time domain for a new 
speech enhancement approach (sub-space frame theory), a signal subspace based speech 
enhancement algorithm. The basic idea is to noisy speech signal space by some method into 
two orthogonal subspaces, one is the voice signal plus noise subspace, also called the signal 
subspace, because in this sub-space is primarily based on the signal based; the other is the 
noise subspace, the noise subspace contains only noise components. Therefore, the estimated 
clean speech can be a signal in the noise subspace removed, leaving only the signal subspace 
of the signal. After removing the noise subspace in the signal plus noise subspace to estimate 
the voice signal filtering. Y Ephraim, however initial work mainly for white noise, in order to deal 
with non-white noise, Mrital, 2000 [14] proposed a signal/noise KL transform, although the 
enhanced signals after each frame has a smaller residual noise, However, the non-frames 
between the stability of the residual noise disturbing. A Rezaye and S Gazor, 2001 [15] 
proposed an adaptive KLT approach for handling non-stationary noise, they assumed that the 
feature vector for the speech signal can be approximated by the non-stationary colored noise 
covariance matrix diagonalization. But this is a sub-optimal approach, it does not exist fast 
algorithm, which is the inadequacy of the method. Therefore, Y Hu et al, 2003 [16] method for 
Rezayee deficiencies in the signal subspace decomposition is proposed based on in the time 
domain and frequency domain speech enhancement for colored noise algorithm. In the same 
year A Lev and Y Ephraim [17] have also proposed approach for colored noise. However, the 
premise of the above methods are required noise covariance matrix must be full rank, which is 
not applicable for narrow-band noise. 

The traditional Nyquist sampling theorem requires to meet that the sampling rate is not 
less than twice the highest frequency of the signal. With the development of signal processing 
technology and the surge in the amount of data processed, this sampling method has been far 
from the requirements to keep up with the high-speed signal processing. In 2006, Donoho 
proposed compressed sensing (Compressed sensing, CS) theory [18, 19]. When the signal has 
a sparse nature, its sparse features can been used, and the number of points, which are less 
than the signal sampling points, can be approximated to restore the original signal. This theory 
has greatly promoted the process of signal processing theory, and there are broad prospects on 
application. Currently, compressed sensing theory have a very good application in compressed 
image, converting analog information, bio-sensing, signal detection and classification, wireless 
sensor networks, data communications and geophysical data analysis and other fields [20,21]. 

 
 

2. Compressive Sensing based Speech Enhancement Scheme 
With the increase in the use of mobile phone, laptops etc, communication have taken 

the next level and the enhancement of signals has become very important. The Nyquist 
Shannon sampling theorem states that for reconstruction, the input signal must have all 
frequencies below the Nyquist frequency, which is half the sampling frequency, so one needs to 
know the information of the signal in advance for reconstruction in this method, obviously large 
amount of samples are required in Nyquist sampling method and we have to compress them 
afterwards. CS method combines both compressing and sampling in a single step, and for the 
reconstruction a small data of non-adaptive linear measurements of the input signal is enough. 
As the signals can be reconstructed from a fewer measurements than the Nyquist sampling, the 
storage space and transmission bandwidth are reduced. 

The CS method is based on the realization that the input signal x(n) has sparse 
representation [22,23].  

 
x (n)=Ψ θ(n)         (1) 

 
Where, Ψ is N × N sparse inducing matrix. 

As mentioned before, sampling and compression are performed in one step, so the 
entire CS method can be represented in the following matrix notation: 

y=Фx (n) = ФΨ θ (n)        (2) 
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where x(n) is a N × 1 vector and the sensing matrix Ф is a M × N matrix, where M<<N, so the 
dimension of y(n), which is M × 1 vector is smaller than x(n). Hence sampling and compression 
are performed in a single step. So by varying the sensing matrix Ф, signals can be perfectly 
recovered. This can achieved by using a sensing matrix, which is highly incoherent to the 
sparsity inducing matrix Ψ, since the measurement process is non-adaptive, the sensing matrix 
Ф does not depend on the input signal x(n). 

The last step is the recovery of the original signal, if the original signal x (n) is sparse, 
and the sensing matrix Ф and sparsity. 

 
 

 
 

Figure 1. CS based speech enhancement scheme 
 
 

Figure 1 shows the basic scheme of CS based speech enhancement. As mentioned 
previously, the CS method is based on the fact that speech signals are sparse in nature in the 
time frequency representation whereas noise signals are non-sparse. Speech signals are 
considered to be sparse in nature, because the speech signals are non-stationary and the 
speech power is not constant and it varies compared to the average power. Figure shows that 
the input signal x (n) is first converted to frequency domain representation through STFT block. 
The STFT converts the input signals in to parallel frequency bands. 

Then these signals are passed through CS block, where the signals are transformed via 
y=Фx(n) representation, where the sensing matrix Ф can be selected from various choices are 
CS matrices like partial DCT or Gaussian matrices, in this project we have assumed Ф as a 
random Gaussian M × N matrix. As mentioned before are M<<N, the dimension of y (n) are 
reduced compared to x(n), hence compression is performed while the noises are suppressed. 
And the enhanced output signal is recovered by performing inverse STFT on all frequency 
bands. In this project for the CS recovery we have used the basis pursuit method. The basis 
pursuit de-noising formula (BPDN) states that 

  
x’= arg min || y-Фx(n)|| + ||λ||       (3) 

 
Where the de-noising process is controlled only by a single parameter λ. This parameter 

is called the regularization parameter and it controls the sparsity of the output denoised signal x’ 
(n). Small value of λ makes the output less sparse and large value of λ makes the output 
sparser, so an optimum value of λ should provide a good trade-off between the smoothness of 
the reconstructed signal and the similarity to the original signal. In our project we have chosen 
the value for λ as 0.1, and the results demonstrate that both PESQ and SNR are better in the 
output signal, and both have increased as M/N and the number of STFT points increases. 

 
 

3. Experimental Setup 
3.1. Experimental Settings 

Background noise is selected from AURORA library [24] and Noisex-92 database [25], 
pure voice "The birch canoe slid on the smooth planks." comes from File all_8k.wav, the 
sampling frequency is fs = 8kHZ.  
Data selected: 
all_8k_white_db -5.wav 
all_8k_white_db 0.wav 
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all_8k_white_db 5.wav 
all_8k_white_db10.wav 
all_8k.wav 

Using SNR 
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3.2. Procedures 

The Figure 2 presents the procedures for the experiments of this project. The music is 
read by the matlab. The signal then is converted from analog to digital by the STFT matlab 
code, and then pass by the CS process using the l1_ls matlab code. After doing the CS, the 
results will be converted to analog again using the ISTFT matlab code and the SNR and PESQ 
are then calculated. There are three governing points in this program. First, the lambda value 
should be decided. Second, the program should be run using different values of the 
compression ratio, i.e M/N= 0.1 to 0.9 with increment of 0.1. At last, in order to get the better 
results, the whole program was run six times for each M/N value to calculate the average of six 
SNR values and six PESQ values. 

 
 

 
 

Figure 2. The flow chats of the project 

 Read the music from .wav 
to matlab
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Deciding Lambda value: On building up the main matlab code and running it several 
and several times using different values of lambda, it was clear that an acceptable and 
convenient value of lambda was to be taken as 0.1, this value was then fixed and considered for 
further measurements after that.  
 
3.3 Performance Measures 

The PESQ values and SNR values are used to evaluate the performance of the CS 
based algorithm. The PESQ measure is more accurate in predicting speech distortion of the 
processed speech whereas the SNR reflects noise suppression more accurately. Both 
measures give a good indication on noise suppression and speech distortion. 
 
 
4. Experimental results and discussions 
4.1 Data Results 

On running the main matlab code 6 times for each compression ratio (M/N = 0.1:0.9), for 
each sub band (64, 128, 256, 512, 1024), for each signal used (all_8k_white_db -5.wav, 
all_8k_white_db 0.wav, all_8k_white_db 5.wav, all_8k_white_db10.wav), the following results 
could be obtained using the already mentioned lambda (0.1). 
 
4.2 Plotting Data Results for Varying M/N and Sub bands 

The figures 3 to 6 present the PESQ results of -5dB, 0dB, 5dB and 10dB respectively 
using CS process, which is presented with different M/N ratios (0.1:0.9) and different sub bands 
(64-1024). 

 
 

 
Figure 3. for -5dB: PESQ vs M/N vs number of sub bands 

 
 

 
 

Figure 4. for 0dB: PESQ vs. M/N vs. number of sub bands 
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Figure 5. For 5dB: PESQ vs M/N vs number of sub bands 
 
 

 
 

Figure 6. For 10dB: PESQ vs M/N vs number of sub bands 

 
 

As it can be seen in the previous figures, The PESQ scores are generally increasing in 
values as the M/N increases from 0.1 to 0.9  

The figures 7 to 10 present the SNR results of -5dB, 0dB, 5dB and 10dB respectively 
using CS process, which is presented with different M/N ratios (0.1:0.9) and different sub bands 
(64-1024). 

 
 

 
 

Figure 7. For -5dB: SNR vs M/N vs number of sub bands 
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Figure 8. For 0dB: SNR vs M/N vs number of sub bands 
 
 

 
 

Figure 9. For 5dB: SNR vs M/N vs number of sub bands 
 
 

 
 

Figure 10. For 10dB: SNR vs M/N vs number of sub bands 
 
 

As it can be seen in the previous figures, The SNR scores are generally increasing in 
values as the M/N increases from 0.1 to 0.9. 

The Figures 11 to 14 present comparisons for PESQ and SNR results for -5dB, 0dB, 5dB 
and 10dB respectively using CS process and different sub bands (64-1024). 
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Figure 11. for -5dB: SNR vs PESQ vs number 
of sub bands 

Figure 12. for 0dB: SNR vs PESQ vs number 
of sub bands 

 
 

  
Figure 13 for 5dB: SNR vs PESQ vs number of 

sub bands 
Figure 14. for 10dB: SNR vs. PESQ vs. 

number of sub bands 
 

 
As it can be seen in the previous figures, for a higher number of STFT point’s results in a 

slight increase of both The PESQ and the SNR scores, which is attributed to the increased 
sparsity of the speech observations as the number of STFT points increases. 

 
4.3. Comparison against Other Conventional Speech Enhancement Methods 

The following figure presents the performance of the proposed CS based speech 
enhancement is compared against two other conventional methods (OMLSA and MMSELSA 
methods), and as it can be seen in the figure that the CS approach is of smooth nature for 
different db values. 

 

 
 

Figure 15. Comparison among other conventional speech enhancement methods 
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5. Conclusions and Outlook 
The CS’s denoising capabilities are presented by the results of PESQ and SNR. In this 

project, 1080 SNR values and 1080 PESQ values are recorded. In order to get more accurate 
results for the final plotting for the SNR and PESQ, each one needed to be measured for 9 M/N 
values (0.1 to 0.9 ) for 5 sub bands(N=64, 128,256,512 and 1024) six times each, the average 
number of these six times’ results is calculated for plotting in matlab. The 3D plots for the SNR 
and PESQ are also made from Excel for good observations. The CS’s denoising capabilities are 
presented by the results of PESQ and SNR. The results of this project proof that the CS has a 
great incremental contribution on the speech enhancement whereas the method results is 
compared to two other different methods (OMLSA and MMSELSA methods) to come out with a 
smoother response for different db values. 
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