
Indonesian Journal of Electrical Engineering and Computer Science 

Vol. 41, No. 2, February 2026, pp. 655~665 

ISSN: 2502-4752, DOI: 10.11591/ijeecs.v41.i2.pp655-665      655 

 

Journal homepage: http://ijeecs.iaescore.com 

Stable and accurate customer churn prediction: comparative 

analysis of eight classification algorithms 
 

 

Vincent Alexander Haris1, Muhammad Ilyas Arsyad1, Nathanael Septhian Adi Nugraha1,  

Yasi Dani1, Maria Artanta Ginting2 
1Department of Computer Science, School of Computer Science, Bina Nusantara University, Bandung Campus, Jakarta, Indonesia 

2Research Center for Computing, National Research and Innovation Agency (BRIN), Jakarta, Indonesia 

 

 

Article Info  ABSTRACT 

Article history: 

Received Nov 11, 2025 

Revised Dec 11, 2025 

Accepted Jan 11, 2026 

 

 Predicting customer churn is a challenging problem in many subscription-
based industries, though it is considered more cost-effective than acquiring 
new customers. In this research, customer churn is predicted using a public 
dataset from an internet service provider, with 72,274 instances and 55% 
churn rate. The main contribution is to provide a comprehensive comparison 
of the stability and performance of eight classification algorithms in 
customer churn prediction using a large-scale public dataset. The research 
process includes data collection, data preprocessing, feature engineering, and 

model evaluation. The metrics evaluation presents test accuracy, accuracy 
gap, precision, recall, F1-Score, and ROC AUC, with stratified K-Fold 
cross-validation. Since the proportion of churn and non-churn in the dataset 
is relatively balanced, the F1-score is considered as the primary evaluation 
metric, as it provides a balanced assessment of precision and recall for both 
classes. The results show that CatBoost and XGBoost are the most effective 
models that achieve high F1-scores of 94.97% and 94.92%, respectively. 
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1. INTRODUCTION 

In the competitive business environment, a company must be able to retain customers to sustain 

revenue and market share. Retaining existing customers is generally more economical than acquiring new 

ones. In business, churn is a number expressing attrition of customers or subscribers. Churn rate is a measure 

that defines the proportion of individuals or items leaving a group or system in a period of time. A high rate 

of churn in a company can impact revenue and market position. In the present day, digitalization in industry 

allows companies to collect customer historical data. This valuable information can be used for one or 

multiple corporate objectives. A company can analyze consumer patterns and forecast potential churn using 

data analytics and machine learning [1]–[3]. With the aid of machine learning, we can categorize users based 
on their chances of churning. The findings can be extremely beneficial for organizations to develop 

preventative retention interventions. Churn prediction has been studied and implemented in various sectors, 

such as in banking [4], [5], telecommunications [6]–[10], and E-commerce [11], [12]. 

In the banking sector, [4] developed a churn prediction model using K-nearest neighbor (KNN), 

support vector machine (SVM), decision tree (DT), and random forest (RF) on a banking dataset. They 

reported that RF with oversampling gave the highest precision and accuracy. Other models, such as logistic 

regression (LR) and Naive Bayes, were also explored by [13] to predict customer churn in banking sector. 

https://creativecommons.org/licenses/by-sa/4.0/
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The results showed that Naive Bayes provided more reliable probabilistic predictions. A similar line of work 

was carried out in [14], [15] where the authors compared and assessed which algorithms are the most 

effective in churn prediction. In the credit card domain, studies in [16]–[18] proposed a more comprehensive 

churn prediction framework incorporating feature selection and multiple machine learning classifiers. 

In the telecommunications sector, trained and evaluated several machine learning models with a 

gravitational search algorithm for feature selection  [19]. A dataset from an Iranian mobile company was 

used by [20] to predict customer churn by implementing data mining and machine learning classification 
techniques. Meanwhile, a new approach based on a distance factor was proposed by [8] to classify churn and 

non-churn customers from the Telecommunication Industry (TCI). Furthermore, predicted customer churn 

using deep learning and compared the results with traditional machine learning algorithms [21]. 

In another sector, [22] discussed a customer churn prediction model for B2C E-commerce 

businesses. Additionally, various machine learning techniques were used by [23] and [24] to predict customer 

churn based in Brazilian E-commerce dataset. In [25], a process using a hybrid SVM classification approach 

to forecast E-commerce customer attrition was provided a hybrid recommendation strategy for targeted 

retention initiatives. 

Numerous studies have assessed individual algorithms for churn prediction. However, algorithm 

performance varies depending on dataset characteristics and feature selection. Therefore, comparative 

analysis is necessary to identify the most effective algorithm for accurate churn prediction for a certain 

dataset. This study offers a focused comparison of eight classification algorithms using a churn dataset from 
an internet service provider. Unlike many benchmark-driven studies, we pay particular attention to the 

stability of each model and its training–testing performance gap. Highlighting this stability gap is important 

because it provides a clearer picture of how reliable a model will be in real-world deployment, yet this aspect 

has rarely been examined in previous churn prediction research. 

A conceptual framework diagram is presented in Figure 1. The dataset from an internet service 

provider, which contains information about customers’ service usage, contract attributes, and billing 

behavior, trains the predictive models. This study provides a comprehensive comparison of eight 

classification algorithms—both single and ensemble models—using a real-world ISP churn dataset.  

In a single classifier, LR, and linear SVM were used as linear models, Naïve Bayes as a probabilistic model, 

and a DT as a single tree-based model. Advanced ensemble methods include bagging (e.g., RF) and boosting 

(e.g., AdaBoost, XGBoost, and CatBoost). The study offers a novel focus on model stability and the train–
test performance gap, providing insights rarely examined in previous churn prediction research. Analysis on 

discriminative power and model stability will be conducted. Finally, the goal is to give the business clear 

next steps. 

This paper is organized as follows. In the next section, research methodology is described, including 

data identification, data preprocessing, modeling, and evaluation. The findings are discussed in section 3, 

including the overall model performance comparison, the analysis of discriminative power and model 

stability, mitigating overfitting in tree-based models, and the priority of F1-score in churn prediction. Finally, 

the conclusion is presented in section 4. 

 

 

 
 

Figure 1. Conceptual framework diagram 

 

 

2. METHOD 

The research process is illustrated in Figure 2 and explained in the following subsections. 
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Figure 2. Research flowchart 
 

 

2.1.  Data identification 

In this research, a public internet service dataset was used, obtained from the Kaggle platform 

provided by Kunt (2022). The dataset contains historical customer information from an internet service 

provider. There are 72,274 rows of customer data with 11 feature columns, all numerical. The dataset is 

relatively balanced with a churn rate of 55%, which is somewhat unusual since churn cases are typically 

much fewer than non-churn cases. The feature columns are described in Table 1. 

 

 

Table 1. Feature columns and their description 
Feature columns Description 

Id Subscriber identifier. 

is_tv_subscriber Binary indicator of whether the customer has a TV subscription. 

is_movie_package_subscriber Binary indicator of whether the customer has a cinema/movie package subscription. 

subscription_age Subscription duration in months. 

bill_avg Average monthly bill over the last three months. 

reamining_contract Remaining contract duration, where null indicates no contract; customers with active 

contracts must use the service until the contract ends or pay a penalty if terminated early. 

service_failure_count Total customer calls reporting service issues to the call center in the last three months. 

download_avg Average download usage in GB over the last three months. 

upload_avg Average upload usage in GB over the last three months. 

download_over_limit Number of times the customer exceeded the download limit in the last nine months. 

churn A binary indicator where 1 denotes that the customer unsubscribed and 0 denotes that the 

customer remained subscribed. 
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2.2.  Data preprocessing 

This stage consists of data cleaning, dropping irrelevant columns, outlier handling, feature 

engineering, feature selection, and data scaling. To make sure that the evaluation results are free of data 

leakage, each step was trained exclusively on the training dataset. Each step was implemented using scikit-

learn pipeline that assures the test dataset remains isolated and does not influence the data transformation. 

a. Data cleaning 

The first step is data cleaning, which identifies missing values in the dataset. The missing values were 
found in some feature columns, such as remaining_contract, download_avg, and upload_avg. Missing 

values were handled based on their proportion and potential impact. The download_avg and upload_avg 

columns had a very small percentage of missing values, that is 0.53%. The corresponding rows were 

deleted to maintain data quality without significant information loss. In contrast, there are 29.85% 

missing values in the remaining_contract column. In this case, the missing value was imputed with the 

value zero since this column represents customers who are not bound by a contract.  

b. Dropping irrelevant columns 

In this step, the id column was removed from the dataset. It contains the customer’s unique identifier 

which is not strongly related to customer churn. This feature does not provide helpful information; 

otherwise, it may mislead the model during training. This column was deleted so that the dataset focuses 

on features that matter for customer behaviour, and the model can find meaningful patterns. 

c. Outlier handling 
Outliers were handled to prevent the model from being skewed by extreme values. Here, we used the 

Interquartile Range (IQR) method so that the outliers in the data were capped to limit their impact. In the 

dataset, the extreme values were found in some features, i.e., bill_avg, subscription_age, 

remaining_contract, download_avg, and upload_avg. 

d. Feature engineering 

In this step, a new binary feature was created, namely is_contract. This feature was created based on 

remaining_contract column. The value was set to 1 if the value in remaining_contract is greater than 0, 

and 0 otherwise. This transformation highlights whether a customer has a contractual commitment, 

providing a clear binary signal for the model. 

e. Feature selection 

The correlation matrix was computed and showed that the service_failure_count feature has a very low 
correlation with the target variable churn (coefficient of 0.02). This feature was considered as noise that 

has less power on churn prediction. Removing this feature simplifies the model and prevents it from 

learning spurious patterns. 

f. Data scaling 

This step is applied only to models that are sensitive to scale, like LR and linear SVM. StandardScaler 

from Scikit-learn was applied to these models. Other tree-based and ensemble models like DT, RF, 

AdaBoost, XGBoost, and CatBoost do not require scaling since their internal splitting mechanisms are 

not affected by differences in feature scales. 

 

2.3.  Modeling and evaluation metrics 

a. Model selection 

There are eight classification algorithms implemented in this comparative study, including probabilistic 

models (Naïve Bayes), linear models (LR, Linear SVM), single tree-based models (DT), and advanced 

ensemble methods, such as bagging (RF) and boosting (AdaBoost, XGBoost, CatBoost).  

b. Training and testing 

The dataset was split into a training set (80%) and a testing set (20%). Stratified K-Fold cross-validation 

with five folds was implemented to get a more robust evaluation. The stratification method keeps the 

same imbalance of the churn class in every fold, which would give a more reliable and fair estimation of 

the model performance. 

c. Performance metrics 
Model performance was evaluated using a set of standard metrics as follows. 

- Accuracy: the ratio of the correctly predicted instances to all instances, formulated by, 

 

accuracy =
true positives+true negatives

total instances
  

 

- Precision: the ratio of true positive instances to all predicted positives, formulated by, 
 

precision =
true positives

true positives+false positives
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- Recall: the ratio of true positive instances to all actual positives; the metric is crucial for minimizing 

false negatives, formulated by, 
 

recall =  
true positives

true positives+false negatives
  

 

- F1-score: the harmonic average of precision and recall, reflecting a balanced measure between the two 

metrics, formulated by, 
 

𝐹1 = 2 ∙
precision ∙recall

precision+recall
  

 

- ROC: stands for receiver operating characteristic, illustrated by a curve that represents the trade-off 

between recall and specificity across various thresholds, where 𝑥-axis represents false positive rate and 

𝑦-axis represents true positive rate. 

- AUC: area under the curve of ROC that summarize the performance of a classifier across all possible 

thresholds. The value range is from 0 to 1, where 1 denotes perfect classification and 0.5 corresponds to 

random guessing. 

 

 

3. RESULTS AND DISCUSSION 

This section presents the performance comparison from the eight classification models, analysis of 

discriminative power and model stability, description of mitigating overfitting on tree-based models, and 

discussion about the priority of F1-score in this churn prediction. 
 

3.1.  Overall model performance comparison 

We evaluated eight classification models on the test dataset. The performance of each model was 

measured in several metrics: train and test accuracy, accuracy gap, precision, recall, F1-score, and 

ROC/AUC, as shown in Table 2. The overall results show that models with gradient boosting and ensemble 

methods performed better than simpler linear and probabilistic models. CatBoost achieved the highest test 

accuracy of 94.44% and the highest F1-score of 94.97%. In recall, XGBoost performed best with score of 

94.16%. Other tree-based models, like the tuned DT and RF, also show good performance with accuracies 

above 93.9%. The linear SVM and Naïve Bayes models gave decent but lower results. 

 
 

Table 2. Comprehensive model performance comparison. 

Model 
Test accuracy 

(%) 

Precision 

(%) 

Recall 

(%) 

F1-score 

(%) 

ROC 

AUC 

Accuracy 

Gap (%) 
Accuracy gap notes 

Naive Bayes 92,1 94,44 91,19 92,78 0,944 0,03 Lowest discriminative power 

LR 92,52 95,49 90,86 93,12 0,955 0,15 Moderate performance 

Linear SVM 92,09 95,44 90,1 92,69 0,954 0,15 Similar to LR 

DT 93,95 95,7 93,33 94,5 0,964 0,02 Very stable after tuning 

RF 93,9 95,95 93,4 94,46 0,970 0,1 Strong ensemble baseline 

AdaBoost 93,46 95,14 93,02 94,07 0,961 0,12 Good but slightly weaker 

XGBoost 94,38 95,69 94,16 94,92 0,981 1,01 Best recall, slight overfitting 

CatBoost 94,44 95,81 94,14 94,97 0,981 0,5 Best overall balance 

 

 

In Table 2, accuracy gap is also presented, showing the difference between training and test 

accuracy. A smaller gap indicates the model is better at generalization with new data. Based on this measure, 
the tuned DTs show the smallest gap at 0.02%. This result shows that the model generalized very well.  

In contrast, XGBoost had the largest gap, 1.01%, which suggests it might be slightly overfitting. 

Figure 3 and 4 provide a visual comparison of test accuracy, precision, recall, and F1-score for each 

model. In the left panel of Figure 3, the test accuracy of each model is presented. It shows that CatBoost and 

XGBoost had the highest accuracy values of 94.44% and 94.38%, respectively. DT and RF followed with 

scores of 93.97% and 93.8%. In contrast, linear SVM, Naive Bayes, and LR show lower accuracy though it is 

still above 92%. These results point to the strong generalization capabilities of ensemble-based methods.  

In the right panel of Figure 3, comparison of precision for each model is shown. As depicted, CatBoost and 

XGBoost also achieve the highest precision scores of 95.81% and 95.69%. These indicate they have strong 

capability in producing fewer false positives. Other models like LR, linear SVM, DT, and RF maintain 

competitive precision scores around 95.5%, while Naive Bayes remains the least precise model with score of 
94.44%. 
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Figure 4 presents the comparison of recall and F1-score of each model. In the left panel, the recall 

comparison is displayed, highlighting how well each model identifies actual churners. XGBoost has the 

highest recall score of 94.16%, followed by CatBoost (94.14%) and RF (93.43%). These models exhibit 

stronger sensitivity than linear classifiers, where LR and linear SVM produced recall scores of 90.86% and 

90.10%. Recall is a particularly important metric in most churn prediction problems, since cases where the 

model fails to detect a customer who is actually about to churn can result in greater losses than cases where 

the model incorrectly marks a customer who has not churned as churned. 
The comparison of F1-score is presented in the right panel of Figure 4. These scores balance the 

precision and recall values. As depicted, CatBoost again had the highest F1-score of 94.97%, followed 

closely by XGBoost (94.92%). The consistently superior results provided by the ensemble models emphasize 

their robustness in dealing with non-linear relationships and complex interactions between features. 

Meanwhile, Naïve Bayes and linear SVM obtain the lowest F1-scores (92.78% and 92.69%), confirming the 

earlier observation that the models with simple decision boundaries are not able to capture non-linear patterns 

as well as ensemble models. 

 

 

  
 

Figure 3. Bar chart comparing the accuracy (left) and precision (right) of each model 

 

 

  
 

Figure 4. Bar chart comparing the recall (left) and F1-score (right) of each model 

 

 

3.2.  Analysis of discriminative power and model stability 

The discriminative power of each model was assessed to evaluate its ability to effectively 

distinguish churners from non-churners. The discriminative power is analyzed based on the ROC curve and 

the AUC calculation. From Table 2, it is shown that CatBoost and XGBoost obtained the highest AUC score, 
0.9812 and 0.9811 respectively. These indicate the models can clearly distinguish between customers who 

will churn and those who will not. Notably, these results match the results from other metrics. Tree-based 

ensemble methods, including RF and AdaBoost, also show strong discriminative power (0.9705 and 0.9612). 

Linear models such as LR and linear SVM show moderately lower ROC AUC scores (0.9553 and 0.9544), 
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suggesting a more limited ability to capture complex nonlinear patterns in the data. Naïve Bayes presents the 

lowest discriminative power with ROC AUC score of 0.9436, which may be due to the independence 

assumption not being in line with the observed feature relationships in the dataset. 

Furthermore, the model stability was evaluated by implementing stratified 5-fold cross-validation on 

the training dataset. Table 3 presents the mean performance and standard deviation (SD) for each model 

across the five folds. CatBoost achieves the highest mean ROC AUC of 0.9804 (±0.0005), and XGBoost 
follows closely with 0.9798 (±0.0006). These cross-validation results support our earlier findings as well. 

Across all models, the SD remained relatively low, indicating stable performance across all folds, and no 

model experienced high variance during evaluation. This confirms the reliability of the stratified 5-fold cross-

validation procedure in providing robust performance estimates. 

 

 

Table 3. Stratified 5-fold cross-validation results 
Model Mean accuracy (± SD) (%) Mean F1-score (± SD) (%) Mean recall (± SD) (%) Mean ROC AUC (± SD) 

Naïve Bayes 92.09 (± 0.14) 92.79 (± 0.12) 91.39 (± 0.18) 0.9435 (± 0.0006) 

LR 92.40 (± 0.13) 93.03 (± 0.13) 91.05 (± 0.28) 0.9554 (± 0.0006) 

Linear SVM 91.96 (± 0.12) 92.59 (± 0.12) 90.23 (± 0.26) 0.9544 (± 0.0006) 

DT 93.82 (± 0.07) 94.39 (± 0.06) 93.38 (± 0.21) 0.9646 (± 0.0010) 

RF 93.75 (± 0.09) 94.34 (± 0.08) 93.51 (± 0.21) 0.9698 (± 0.0010) 

AdaBoost 93.37 (± 0.13) 93.99 (± 0.12) 93.21 (± 0.22) 0.9615 (± 0.0015) 

XGBoost 94.23 (± 0.06) 94.79 (± 0.06) 94.21 (± 0.22) 0.9798 (± 0.0006) 

CatBoost 94.30 (± 0.13) 94.85 (± 0.13) 94.16 (± 0.32) 0.9804 ± 0.0005) 

 

 

3.3.  Mitigating overfitting in tree-based models 

In the DT and RF models, we encountered signs of overfitting. To address this, tuning experiments 

were conducted on a single parameter, max_depth. This parameter denotes the maximum depth of the DT.  

If the tree depth is too large, the model might learn overly specific patterns, including noise. This condition 

may lead to model overfitting, where performance on training data is very high, but on testing data, it drops 

drastically. By limiting the maximum depth through parameter tuning, the tree is less likely to memorize 

noise and still maintain good generalization to new data. This tuning process finds the optimal max_depth 

value that balances model complexity and generalization ability, thereby reducing the risk of overfitting and 

improving accuracy on the test data. 

Table 4 presents the performance evaluation before parameter tuning, indicating overfitting. With 

default parameters, the accuracy gaps for the DT and the RF are 8.88% and 5.75% respectively. The 

max_depth parameter was tuned by testing over values 1 to 20. As in Figure 5, it was found that 
max_depth=7 gave the best balance between model complexity and generalization. With this setting, the 

training and testing accuracy curves nearly matched. The accuracy gap reduced to 0.02% for the DT and 

0.1% for the RF as presented in Table 2. 

 

 

Table 4. Evaluation before parameter tuning 
Model Train accuracy (%) Test accuracy (%) Accuracy Gap (%) Precision (%) Recall (%) F1-score (%) ROC-AUC 

DT 99.96 91.08 8.88 92.23 91.71 91.97 0.909957 

RF 99.95 94.2 5.75 95.95 93.53 94.73 0.942858 

 

 

  

 

Figure 5. max_depth parameter tuning on the DT and the RF 
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3.4.  The priority metric and business implication 

In the churn prediction problem, it is common to have an imbalanced dataset where the number of 

churn customers is much smaller than the non-churn customers. This condition makes recall a critical metric 

to ensure that as many true churners as possible are correctly identified. However, our study presents a 

different case, with a churn rate of 55% the dataset is considered to be relatively balanced. Thus, one 

particularly important metric in this issue is the F1-score as it provides the assessment of the trade-off 

between precision and recall. A balanced dataset reduces the dominance of majority class, allowing the 
model to learn both classes more effectively. The F1-score becomes particularly suitable for evaluating 

predictive performance because it reflects both the cost of incorrectly identifying a customer who will churn 

(false negatives) and the potential expense of unnecessary retention actions towards loyal customers (false 

positives). Additionally, supporting metrics like accuracy, precision, recall, ROC-AUC are still examined to 

provide a comprehensive understanding of model behavior. 

As noted in Subsection 3.1., CatBoost and XGBoost have the strongest performances with 94.97 and 

94.92 F1 scores, respectively. This indicates that both models perform exceptionally well in maintaining a 

tradeoff between precision (out of the predicted churners, how many are actually churners) and recall (out of 

all actual churners, how many are predicted as churners). More specifically, both models are able to really 

pinpoint true churners, and they do not suffer from a high false positive rate, making them very reliable.  

This allows the company to make more informed business decisions to implement retention campaigns as 

well as to determine how to best use their available resources. 
Because the dataset used in this study is relatively balanced, the findings also suggest that these 

models are well-suited to real world customer segments with balanced churn rates. Thus, they become 

relevant models for numerous subscription-based services, telecommunications providers, financial services, 

and other sectors where churn is in the moderate range. Also, the stability shown in the cross-validation folds 

means that the chosen model is consistent and could be confidently deployed in production environments.  

It would be possible for businesses to use the model results to design customer relationship management 

systems that support more advanced strategies, such as creating early warning dashboards, automated 

retention triggers, or campaign strategies based on customer tiers. If this is combined with relevant financial 

data (i.e., customer lifetime value (CLV), cost of retention offers, revenue at risk) the business would be able 

to quantify the impact of churn predictions and prioritize efforts on customer segments that would make the 

greatest financial impact. 
 

 

4. CONCLUSION 

This study successfully demonstrates the effective implementation of machine learning for high-

accuracy customer churn prediction. The performances of eight classification algorithms were compared. 

Gradient boosting models, specifically CatBoost and XGBoost, performed best. Both models did well on 

metrics like accuracy (94,44% and 94,38%, respectively), F1-score (94,97 and 94,92), and ROC/AUC 

(0,98121 and 0,98108), indicating strong capability in distinguishing high-risk customers with minimal 

classification error. Based on the relatively balanced dataset characteristics, the F1-score is the most 

important metric since it evaluates model performance by combining both precision and recall into a 

harmonic measure. The quantitative results provide a more comprehensive reflection of how well the model 
distinguishes between the two classes, while maintaining a trade-off between correctly predicting the churns 

and avoiding unnecessary misclassifications. The performance consistency between training and testing also 

indicates model reliability since the model stability has been examined by executing the 5-fold cross-

validation. This implies that the model is suitable for real-world deployment, like integration into customer 

relationship management to generate periodic churn-risk alert and to support more efficient retention 

strategies. 

There are some limitations in this study that could be addressed in future research. First, a more 

comprehensive hyperparameter optimization could be explored to enhance performance. Second, future 

research should integrate profit or cost-sensitive analysis to measure the financial benefits of improvements 

in recall, as well as the economically optimal decision thresholds. Additionally, incorporating explainable AI 

(XAI) methods would allow practitioners to interpret predictions at both the global and individual levels. 
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