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 The automation of curriculum vitae (CV) classification raises major 

challenges related to accuracy, fairness, and the heterogeneity of candidate 

documents. Existing approaches often address these dimensions separately 

and struggle to reduce demographic bias while maintaining high predictive 

performance. This study addresses this gap by proposing a hybrid pipeline 

that combines contrastive learning for representation with a lightweight 

generative model within a retrieval-augmented generation (RAG) 

framework. The method is evaluated on a large dataset of 50,000 CVs, using 

standard classification metrics as well as fairness indicators based on 

reductions in demographic disparities and equality of opportunity. 

Experiments show that our approach achieves an accuracy of 95.6% and a 

fairness index of 0.94, reducing gender-related disparities from 4.8% to 

0.3%. These results demonstrate that it is possible to simultaneously 

improve predictive performance and fairness through a multi-level fairness 

strategy. The proposed system thus represents a practical and responsible 

solution for integrating AI into recruitment processes. 
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1. INTRODUCTION 

The digitalization of recruitment processes has been accompanied by the growing adoption of 

artificial intelligence (AI) to automate candidate pre-screening and classification. However, the curriculum 

vitae (CV), which remains the central document in the evaluation process, presents significant complexity 

due to the diversity of formats, the heterogeneity of writing styles, and the increasing presence of multimodal 

elements (logos, graphics, and photographs). This variability makes it difficult to apply traditional text-

classification methods, which struggle to capture the contextual and semantic richness of CVs [1]. 

Recent advances in contrastive learning and generative models have marked a major breakthrough 

in natural language processing. Approaches such as SimCSE and Contriever produce robust semantic 

representations that improve similarity matching between CVs and job descriptions, while generative models 

such as LLaMA enrich the context by generating summaries or relevant complementary information [2], [3]. 

These methods surpass traditional approaches (TF-IDF, SVM) in both accuracy and their ability to handle 

unstructured text [4]. 

However, beyond performance, a crucial challenge remains: ensuring the responsibility and fairness 

of AI applied to recruitment. Recent studies highlight that models trained on biased data may reproduce or 
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even amplify discrimination related to gender, age, or origin [5], [6]. In such a sensitive domain as human 

resources, it is therefore essential to design approaches that ensure efficiency, transparency, and algorithmic 

fairness. 

Although many studies have investigated automatic CV classification, most approaches focus either 

on improving representation models or on reducing bias—but rarely on both simultaneously. Moreover, 

existing solutions generally fail to account for the heterogeneity of modern CVs, which may combine text, 

images, tables, and other visual elements. Research on fairness in recruitment remains limited and often 

focuses on a single sensitive attribute, without offering a comprehensive mitigation framework. To our 

knowledge, no prior work has combined contrastive learning, retrieval-augmented generation (RAG), 

multimodality, and fairness within a unified pipeline. This work aims to fill this gap by proposing an 

integrated approach capable of simultaneously improving performance, transparency, and fairness in CV 

classification. This study builds upon our previous contributions [7], while paving the way toward 

responsible and fair AI for recruitment. 

 

 

2. RELATED WORKS 

The automatic classification of CVs falls within the broader research area of text classification and 

AI applied to human resources. Traditional approaches, based on statistical representations such as TF-IDF 

combined with classifiers like SVMs, have long dominated the field. However, these methods remain limited 

in their ability to capture contextual subtleties and complex semantic relationships [1]. 

The emergence of pretrained language models (PLMs) and, more recently, Large Language Models 

(LLMs), has profoundly transformed this domain. Models such as BERT, RoBERTa, and LLaMA enable 

richer contextual understanding and open the door to zero-shot and few-shot strategies suitable for 

unstructured data such as CVs [3], [8]. Moreover, recent survey studies confirm their superiority over 

classical methods while highlighting challenges related to computational cost and domain adaptation [4]. 

Contrastive learning has become a key advancement. Models such as SimCSE and Contriever 

produce robust semantic representations that are particularly effective for text similarity tasks and CV-job 

matching [8]. Extensions such as SimCSE++ further strengthen representation stability and generalization in 

diverse contexts. In parallel, generative learning with models such as LLaMA enriches representations by 

producing contextualized summaries of CVs and filling missing information. These models are especially 

useful for skills normalization or for generating candidate profiles that can be integrated into an HRIS [3]. 

The integration of retrieval-augmented generation (RAG), which combines contextual retrieval with 

generation, has also proven to be a powerful lever for improving the accuracy and reliability of AI systems 

applied to human resources [9]. 

Another major research direction concerns bias mitigation and responsible AI. Recent work shows 

that classification models trained on biased data may reproduce or even amplify discrimination, particularly 

related to gender and ethnicity [6]. Various mitigation strategies have been proposed: data rebalancing (pre-

processing), constrained learning (in-processing), and decision threshold calibration (post-processing). These 

multi-level approaches pave the way for fairer and more transparent recruitment systems. Thus, the literature 

converges toward the idea of hybrid pipelines combining advanced classification, contrastive learning, 

generative models, and fairness mechanisms. Our work follows this direction by proposing a multimodal and 

responsible approach integrated into HRIS. 

Several prior studies have improved document classification but remain fragmented and insufficient 

for sensitive HR applications. Some works propose deep learning architectures applied to CVs [10], while 

others focus on multimodal document understanding [11]. More recent approaches highlight the usefulness of 

generative models for completing missing information [12], and additional studies emphasize the 

contribution of contrastive learning in strengthening the robustness of representations [13]. Moreover, several 

analyses show that automated recruitment systems can amplify discrimination when no fairness mechanism 

is integrated [14]. In contrast to these isolated approaches, our unified pipeline combines contrastive learning, 

generative modeling, RAG, and fairness within a coherent architecture, providing a more complete and 

responsible solution for CV classification. 

Traditional CV classification approaches based on TF-IDF and SVM suffer from a limited ability to 

capture the complex semantic relationships present in candidate documents [4]. Transformer-based models 

such as BERT and RoBERTa have brought substantial improvements but remain sensitive to the variability 

of CV structures and the quality of extracted text [1]. Contrastive methods (SimCSE, Contriever) have 

proven effective for CV–job similarity [15], while multimodal models like CLIP are only beginning to be 

explored for text–image fusion [16]. Although several studies have highlighted the need to reduce bias in 

automated recruitment systems [6], and techniques such as data reweighting [17], fairness-aware 

regularization [18], or adversarial methods [19] have been proposed to address these disparities, few studies 

offer a comprehensive integration of fairness within a complete pipeline. These approaches are often applied 
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in isolation and rarely adapted to the HR context. In contrast, our work combines, for the first time, 

contrastive learning, generation, multimodality, and RAG with a multi-level fairness module, providing a 

holistic solution for simultaneously improving performance and transparency in CV classification. 

 

 

3. METHODOLOGY AND PROPOSED APPROACH 

The methodology is based on a hybrid pipeline combining preprocessing, multimodal 

representation, generative enrichment, and algorithmic fairness. The preprocessing stage prepares 

heterogeneous CVs (text, scans, visual elements) using OCR, normalization, segmentation, and partial 

anonymization in order to reduce the impact of sensitive attributes at the source (Figure 1). 

The four modules of the pipeline are interdependent, and each plays an essential role: removing any 

one of them leads to a significant decrease in overall quality. Without the contrastive module 

(SimCSE+contriever), the textual representations become less robust and less discriminative, which directly 

degrades the accuracy of CV–job matching. Without the generative module (LLaMA), contextual enrichment 

and the normalization of heterogeneous CVs disappear, resulting in more errors for incomplete or poorly 

structured profiles. The absence of the RAG module removes the grounding in real skills data, increasing 

model hallucinations and reducing the coherence of predictions. Finally, without the fairness module, 

demographic biases re-emerge, particularly against women, and the system can no longer be considered 

responsible or suitable for real-world HR applications. Thus, each module contributes in an indispensable 

way to the pipeline’s performance, robustness, and algorithmic fairness, and removing any of them 

substantially weakens the entire system. 

Retrieval-augmented generation (RAG) is a technique that combines: 

- Retrieval → retrieving information from an external knowledge base (documents, databases, etc.). 

- Augmented generation → a LLM such as LLaMA uses this information to generate a more precise and 

contextualized output. 

In our pipeline, RAG is used exclusively to enrich the vector database with the company’s skills 

repository and to improve the relevance of CV-job matching. Once the most suitable profiles are identified 

through this optimized retrieval, the fairness module operates downstream to analyze and correct potential 

demographic disparities. Thus, RAG improves selection quality, while the fairness stage ensures neutrality in 

the final decisions. 
 
 

 
 

Figure 1. Diagram of the classification pipeline 

 

 

Finally, a multi-level fairness module is integrated, relying on three complementary stages. During 

preprocessing, class rebalancing and counterfactual CV generation diversify sensitive examples while 

preserving professional skills. During training, we use a regularized loss function that incorporates a 

demographic parity constraint: 
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ℒ = ℒ𝑐𝑙𝑎𝑠𝑠𝑖𝑓 + ⋋ | 𝐴𝑐𝑐𝑔1 − 𝐴𝑐𝑐𝑔2| 
 

with λ = 0.1, to penalize performance disparities between groups. Finally, in the post-processing stage, a 

threshold calibration inspired by Equalized Odds adjusts the final probabilities separately to reduce 

differences in false positives and false negatives across demographic groups. This combined mechanism 

reduces bias while preserving high overall accuracy. 

- Pre-processing: data rebalancing and counterfactual generation (e.g., creating synthetic CVs that modify 

gender or origin without altering professional skills). 

- In-processing: constrained learning through fairness-aware embeddings and adversarial penalties to 

reduce prediction gaps between demographic groups. 

- Post-processing: decision threshold calibration and probability adjustment to ensure demographic parity 

and equal opportunity. 

This module mitigates gender-related biases. The pipeline is integrated into an HR information 

system via API, providing classification, matching scores, generated summaries, and fairness indicators, in 

accordance with the principles of responsible, transparent, and explainable AI adapted to diverse recruitment 

contexts. The evaluation relies on standard classification metrics (accuracy, F1-score, precision, recall) as 

well as fairness indicators. 
 

 

4. EXPERIMENTS 

The dataset used in our experiments consists of 50,000 CVs and 100 job offers sourced from an 

internal database, supplemented by a classification detail file obtained from open-data job platforms. The 

annotation of these CVs was carried out by HR experts. The demographic distribution of the CVs includes 

54% male and 46% female candidates. In terms of document types, the dataset contains 62% textual CVs, 

24% scanned CVs requiring OCR extraction, and 14% containing visual elements (logos, graphics, icons). 

Sensitive attributes (name, age, photo, address) were removed or replaced with neutral tokens in accordance 

with privacy best practices. The data were split into 80% training, 10% validation, and 10% testing. This 

level of transparency is essential for ensuring reproducibility and enabling critical evaluation of the approach. 

To further enhance preprocessing transparency, we evaluated the quality of the different operations. 

The OCR component achieved an average accuracy of 96.8% on a sample of 500 scanned CVs, ensuring 

reliable text extraction for subsequent steps. Regarding anonymization, we measured a detection rate of 

98.1% for sensitive entities (name, age, address, phone number), with an error rate below 1%. These results 

confirm that the pipeline operates on normalized and properly anonymized data prior to representation, 

thereby limiting the introduction of bias related to personal information. 

Each CV in the dataset is associated with a classification label corresponding to the candidate’s 

professional domain (IT, finance, engineering, and healthcare), enabling the evaluation of model performance 

on a multi-label classification task. Following the annotation process, we identified eight major professional 

categories (Figure 2): IT (25%), Finance (18%), Engineering (15%), Healthcare (12%), Marketing (10%), 

Education (8%), Law (7%), and Other (5%). The models were trained and evaluated on a distributed 

infrastructure, using a vector database (FAISS) for the RAG component and LLMs (LLaMA) for generation. 
 

 

 
 

Figure 2. Distribution of CV by professional domain 
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4.1.  Experimental setup 

The experiments were conducted on a Dell Vostro 3510 laptop equipped with an Intel Core i7-

1165G7 (11th generation) processor, 16 GB of RAM, and an integrated Intel Iris Xe GPU. Given these 

limited computational resources, heavy models were not executed locally: lightweight contrastive models 

(SimCSE-base, Contriever-base) were used in inference mode, while the generative model (LLaMA) was 

accessed via API or in a quantized CPU-optimized version. 

The dataset of 50,000 CVs was split into 80% for training, 10% for validation, and 10% for testing 

to ensure rigorous evaluation. Textual and visual embeddings were projected into 512 dimensions before 

normalization and indexing in FAISS for retrieval operations. The main hyperparameters used were: batch 

size = 16, max length = 256 tokens, and learning rate = 2e-5 for modules requiring adjustment. 

Fairness evaluation relied on measuring demographic disparities between sensitive groups, 

particularly the gender gap, calculated before and after applying the fairness module. A fairness index 

ranging from 0 to 1 complements this analysis, with values closer to 1 indicating a significant reduction in 

disparities. 

 

4.2.  Baselines 

To assess the relevance of our approach, we compared its performance with several models: 

- SVM+TF-IDF: a classical baseline for text classification. 

- BERT/RoBERTa: benchmark models for NLP classification. 

- Contrastive+generative hybrid: a pipeline integrating SimCSE and LLaMA. 

- Hybrid+RAG: an enriched combination with external knowledge anchoring. 

- Proposed multimodal+fairness Pipeline: full integration of contrastive learning, generative modeling, 

RAG, and fairness mechanisms. 

 

 

5. RESULTS 

The experimental results highlight the clear superiority of hybrid and fairness-aware approaches 

compared to classical methods (Table 1). The SVM+TF-IDF model achieved only 76.2% accuracy, with 

limited generalization capability, confirming the weakness of traditional methods when dealing with the 

heterogeneous structure of CVs. Transformer-based models such as BERT (84.9%) and RoBERTa (86.4%) 

significantly improve performance thanks to their contextual representations, which capture semantic 

relationships across different sections of a CV. 

The initial hybrid approach, combining contrastive learning (SimCSE, contriever) with generative 

learning (LLaMA), yielded a notable improvement, reaching 91.7% accuracy and 89.4% Macro-F1. This 

enhancement illustrates the complementarity of contrastive models, which produce robust representations, 

and generative models, which enrich and normalize candidate profiles. 

Adding RAG provided an additional gain: by grounding model outputs in structured knowledge 

bases, the system achieved 94.2% accuracy and 92.3% Macro-F1, significantly reducing hallucinations and 

improving the consistency of skill-based classifications. 

Finally, the multimodal pipeline with fairness achieved the best overall performance: 95.6% 

accuracy, 93.2% macro-F1, 92.0% recall, and 94.4% precision, outperforming all other approaches. These 

results confirm the robustness of multimodal representations and demonstrate that fairness adjustments do 

not entail a loss in predictive performance (Table 1). 

 

 

Table 1. Comparison of model performances 
Model Accuracy Macro F1-core Recall Precision Fairness index 

SVM (TF-IDF) 76.2% 73.5% 71.8% 75.3% 0.70 
BERT 84.9% 82.1% 80.5% 83.7% 0.78 

RoBERTa 86.4% 83.8% 82.2% 85.1% 079 

Hybrid approach (contrastive+generative) 91.7% 89.4% 88.1% 90.6% 0.85 
Hybrid approach (contrastive+generative+RAG) 94.2% 92.3% 91.1% 93.5% 0.89 

Proposed multimodal pipeline+fairness model 95.6% 93.2% 92.0% 94.4% 0.94 

 

 

5.1.  Fairness evaluation 

Beyond raw performance, fairness evaluation is a central component of this study. Classical models 

such as SVM and BERT exhibit significant disparities between demographic groups, with demographic 

parity gaps exceeding 10%. These gaps reflect biases inherited from the training data, particularly the 

overrepresentation of certain professional domains (such as IT and finance). 
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The introduction of the fairness module drastically reduced these disparities. By combining pre-

processing (rebalancing, counterfactual augmentation), in-processing (fairness-aware embeddings, 

adversarial regularization), and post-processing (decision threshold calibration), the proposed pipeline 

reduces inter-group gaps to below 3% while maintaining high performance. The fairness index rises from 

0.70 (SVM) and 0.78 (BERT) to 0.94 in the final pipeline, demonstrating the feasibility of responsible AI in 

recruitment (Table 2). 

Gender-based evaluation shows that, without correction, the model favored male CVs (94.8%) over 

female CVs (89.2%), resulting in a 5.6-point gap. After integrating the fairness module, performance 

becomes balanced (95.4% vs. 95.1%), reducing the gap to only 0.3 points. Overall accuracy increases from 

92.0% to 95.6%, and the fairness index reaches 0.94, confirming that fairness can be improved without 

compromising performance Table 3 and Figure 3. 
 

 

Table 2. Impact of the fairness module on performance and equity 
Metric Before fairness After fairness Improvement 

Accuracy (%) 94.2 95.6 +1.4 

Macro-F1 (%) 92.3 93.2 +0.9 

Recall (%) 91.1 92.0 +0.9 
Precision (%) 93.5 94.4 +0.9 

Demographic parity gap 5.6% 0.3% –5.3% 
Fairness index 0.89 0.94 +0.05 

 

 

Table 3. Results of CV classification by gender (before and after the fairness module) 
Genre Accuracy (%) Before Accuracy (%) After Difference Fairness index 

Male 94.8 95.4 +0.6  
Female 89.2 95.1 +5.9  

Male/female grap 5.6 0.3 –5.3  

Overall 92.0 95.6 +3.6 0.94 

 

 

The fairness index reflects the level of equality between sensitive groups; a value close to 1 

indicates the absence of disparities. This index is calculated by measuring the performance gap between 

sensitive groups (e.g., male/female) in the model’s predictions. It corresponds to: 
 

𝐹𝐼 = 1 −
𝐺𝑎𝑝𝑎𝑓𝑡𝑒𝑟

𝐺𝑎𝑝𝑏𝑒𝑓𝑜𝑟𝑒

 

 

in our case: Initial gender gap = 5.6; Final gender gap = 0.3. 
 

F1 = 1 −
0.3

5.6
 = 1 -0.05357 =0.9464 ≈ 0.94 

 

A value close to 1 indicates that the model’s performance is similar across groups, meaning disparities are 

low, whereas a value close to 0 reflects strong inequality in treatment. 
 

 

 
 

Figure 3. Comparing CV classification accuracy by gender before and after applying the fairness module 
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5.2.  Discussion 

Compared with existing work, our results in Table 4 show a significant improvement in both 

performance and fairness. Classical approaches based on TF-IDF and SVM generally achieve between 70% 

and 80% accuracy on heterogeneous CVs [4], while Transformer models such as BERT and RoBERTa 

typically reach between 82% and 88% but still exhibit fairness gaps exceeding 10% between demographic 

groups [1]. Contrastive methods like SimCSE improve textual similarity, yet their classification performance 

rarely exceeds 89-91% and they do not incorporate any comprehensive bias mitigation mechanisms [7]. 

Isolated fairness techniques-such as reweighting, regularization, or adversarial learning-often reduce gaps to 

around 5-8%, but at the cost of a performance drop of 2 to 5 points [18]-[20]. In comparison, our integrated 

pipeline achieves 95.6% accuracy while reducing the demographic gap to only 0.3%, demonstrating that it is 

possible to simultaneously improve both performance and fairness within a unified methodological 

framework. 

 

 

Table 4. Comparative results with other studies in the literature 
Approch Best accuracy reported in the literature Our accuracy 

TF-IDF + SVM [21] 87.8% 76.2% 

BERT / RoBERTa [22] 85.65% 86.4% 

SimCSE (Contrastive) [7] 76.50%-88.45% 91.7% 
Contrastive + Générative No combined study available 91.7% 

RAG [23] 90–93% 94.2% 

Fairness ML (Fairness index) [18], [24] 0.60–0.80 0.94 

 

 

The results confirm that each component contributes a measurable improvement, but it is the 

combination of contrastive and generative modules that provides the first significant performance gain. The 

addition of RAG acts as an additional lever, strengthening representation robustness and improving 

generalization, particularly on unstructured CVs. The complete pipeline thus achieves the best performance, 

offering a clear advantage over all partial configurations (Figures 4-9). 

Two key observations emerge from this study: 

- The synergy between contrastive+generative+RAG enhances contextualization, reduces hallucinations, 

and ensures robust classification across heterogeneous CVs. 

- The fairness module demonstrates that it is possible to achieve both high performance and a significant 

reduction in bias, illustrating the feasibility of responsible AI applied to recruitment. 

These results confirm that integrating the principles of fairness, transparency, and explainability 

within a classification pipeline is not only feasible but constitutes a key lever for building socially acceptable 

and trustworthy recruitment systems. 

Inference time (Table 5), the time required to process a CV and produce a prediction, is a key 

criterion for production-level classification systems. In our study, traditional models such as SVM stand out 

for their high speed (23 ms per CV), whereas Transformer models like BERT and RoBERTa exhibit higher 

average processing times, at 158 ms and 174 ms, respectively. The hybrid approach, while offering improved 

accuracy, incurs a slightly higher computational cost (215 ms), mainly due to the generative enrichment 

module. 

 

 

  
 

Figure 4. Model performance Figure 5. SVM-accuracy 
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Figure 6. BERT-accuracy Figure 7. Hybrid approach-accuracy without RAG 

 

 

  
 

Figure 8. Hybrid approach-accuracy with RAG Figure 9. Hybrid approach-accuracy with 

RAG+fairness module 

 

 

Table 5. Average inference time per CV 
Model Temps moyen (ms) 

SVM 23 ms 

BERT 158 ms 
RoBERTa 174 ms 

Hybride 215 ms 

 

 

6. CONCLUSION AND FUTURE WORK 
This research achieved its objectives by proposing a hybrid and multimodal pipeline for CV 

classification, capable of significantly improving performance while reducing gender bias. The analyses 

show that the main drivers of fairness improvement stem from counterfactual generation, regularization, and 

post-decision calibration. However, the work presents certain limitations, notably the evaluation focused on a 

single sensitive attribute and a monolingual corpus, which may reduce generalizability in real-world settings. 

Building on these results, future work will involve deepening the analysis and mitigation of biases 

related to other sensitive attributes, such as age or ethnic origin, in order to extend our multi-level fairness 

approach beyond gender and strengthen the ethical robustness of the proposed pipeline. Furthermore, 

integrating this approach into an HRIS offers concrete prospects for more transparent, explainable, and 

socially responsible recruitment processes. We also plan to optimize the model’s inference time to make the 

pipeline lighter and better suited for production deployment. Finally, an evaluation involving end users will 

be included in future work to fully validate the interpretability and usefulness of the explanations generated 

by the model. 
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