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 Arabic is one of the most morphologically complex languages, and its 
numerous dialects render identifying sentiment in digital communication a 
challenging task. In this study, we conduct a systematic literature review 
(SLR) to investigate the sentiment analysis (SA) techniques used on modern 

standard Arabic (MSA) and several Arabic dialects (AD) between 2020 and 
2024. A corpus-based analysis of 71 articles indicated that machine learning 
(ML) and deep learning (DL) algorithms were the dominant methods used. 
Overall, the most frequently studied dialects are those from Saudi Arabia, 
Morocco, and to a lesser extent, Algeria, among various algorithms used for 
text classification, including support vector machines (SVM) and 
convolutional neural networks (CNN). These techniques emerged as some of 
the most effective strategies employed for sentiment classification. While 
new contemporary word embeddings, such as Word2Vec, are gaining 

traction in the field, traditional feature extraction methods, like term 
frequency-inverse document frequency (TF-IDF), continue to outperform 
them. The study highlights the importance of additional labeled datasets and 
tailored models in navigating the linguistically rich world of AD. 
Additionally, the results highlight the need for dialect-specific adaptations to 
improve SA outcomes, and further investigation is needed by leveraging 
advanced DL methodologies, as well as improved data resources, to address 
these issues. 
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1. INTRODUCTION 

As computers continue to advance, their ability to process and compute becomes the cornerstone of 

modern artificial intelligence [1]. Natural language processing (NLP) enables machines to understand human 

language, empowering applications such as translation, summarization, and text classification for effective 

data organization and analysis [2]. SA is a vital and active research domain in NLP, essential for interpreting 

human emotions and attitudes expressed in digital text [3]. It offers significant insights into subjective 

content, enhancing our understanding of human emotions and opinions [4]. In recent instances, researchers 

have shown an increasing interest in Arabic natural language processing (ANLP), which incorporates various 

packages, including machine question answering (QA), automatic machine translation (ATM), and sentiment 

analysis, among others. However, despite the wealth of online Arabic statistics, the sphere of ANLP, 

https://creativecommons.org/licenses/by-sa/4.0/


Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Sentiment analysis in Arabic and dialects: a review utilizing a corpus-based approach (Abbas Hussein Ali) 

1501 

especially in sentiment analysis, faces challenges stemming from the limited availability of resources 

compared to English [5]. The morphological complexity of the Arabic language is widely recognized, as it 

holds the distinction of being one of the official languages of the United Nations and is spoken by a vast 

global population. In addition, it is currently placed as the fourth most widely used language on the internet 

[6]. With a population of 422 million, Arabic serves as the primary language. Arabic is written from right to 

left. The Arabic language consists of three principal variations: Classical Arabic (CA), that is used in the 
Holy Qur’an; MSA and DA [7]. 

The usage of DA in speech is informal and has significant variations across different regions and 

nations. MSA is utilized exclusively in various scenarios, such as news broadcasts, written materials, formal 

addresses, film subtitles, and religious practices. It naturally functions as the shared language among Arabs, 

often used in conversation to enhance universal understanding. On the other hand, dialectal Arabic refers to 

the colloquial language used in informal contexts, including business, social circles, and family 

environments. The Arab world’s community reveals an attraction for deploying their own dialects in 

everyday conversations, resulting in a growing number of ADs in social media, radio programmers, and 

television shows [8]. 

In contrast, it has been found that a variety of AD are spoken in different countries, despite Arabic 

being widely used as the primary language in the majority of Arab countries. The absence of standardized 

written forms in these dialects, combined with differences between Arab countries, presents challenges for 
automated processing. The diversity observed across ADs throughout the Arab world may be mainly 

attributed to slight variations in syntax and vocabulary, which subsequently provide rise to various 

pronunciations and writing rules [9]. The Arabic language received the attention of academics as a result of 

the escalating usage rate of the language on the internet; therefore, an enormous amount of daily online 

information is generated in the Arabic language. As a result, there is a growing demand for reliable 

technology and efficient methodologies to process texts written in either MSA or AD [10]. 

The research paper is structured into several sections: the second section describes the research 

methodology, the third section introduces background concepts, the fourth section discusses related works 

and previous findings, the fifth section focuses on results and provides detailed analysis, and the sixth section 

discusses the results and the final section presents the conclusions drawn from the study. 

 
 

2. METHOD 

Sentiment analysis, also known as opinion mining, is a computational procedure that involves 

identifying and classifying opinions presented in written material into positive, negative, or neutral 

categories. The process involves examining written content to determine the sentiment or emotion expressed 

by the writers. The application of this analysis is prevalent across diverse applications, including but not 

limited to social media monitoring, market research, and customer feedback analysis [11]. 

This SLR investigates ML and DL techniques used for SA between 2020 and 2024, with emphasis 

on Arabic dialect. Figure 1 illustrates the scope of the study. To ensure a scientific and comprehensive 

presentation, this study utilized the preferred reporting items for systematic reviews and meta-analyses 

(PRISMA) standard, as illustrated in Figure 1. In the identification stage, 264 articles were initially 
identified. From the initial 264 articles, 245 were selected for screening. In the eligibility stage, the remaining 

articles were examined more thoroughly to assess their relevance to the research scope, and only 123 were 

deemed eligible for further consideration. Finally, only 71 studies were included in the SLR based on their 

quality and relevance. 

To conduct the SLR on arabic sentiment analysis (ASA), we first compiled a list of relevant terms 

and keywords used in the ASA. We then utilized these keywords to initiate a search for relevant manuscripts 

using the most popular database. Our search criteria included manuscripts published in English between 2020 

and 2024 that contained at least one of the following search strings in their titles: ‘Arabic Dialects’, 

‘Sentiment Analysis’, ‘Colloquial Arabic’. After conducting the search process, we obtained 264 articles. 

Subsequently, we screened their abstracts, removed duplicates and irrelevant records, resulting in a final 

selection of 71 manuscripts for the analysis. 

There were 71 papers in all chosen from several databases. ScienceDirect yielded the most papers 
23, followed by Springer with 10 papers. IEEE Xplore and the ACM digital library each contributed 7 and 8 

papers, respectively. ArXiv and Clarivate also each provided four papers. While the MDPI Journal  

counted five papers, other databases, including ACL Anthology, Academia, and Scopus, each provided three 

papers. Hindawan also provided one paper. This distribution emphasizes the variety of materials used in the 

research. 
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Figure 1. Information flow in systematic review stages 

 

 
Research questions: The objective of this study is to provide answers to several questions that can 

assist researchers in selecting the most suitable approach for ASA using ML and DL techniques. 

RQ1/Which Arabic language variety represents the most significant proportion in the studies? 

RQ2/Which ML and DL algorithms are predominantly utilized in studies of AD? 

RQ3/What are the primary input characteristics employed in studies of AD? 

RQ4/What types of data sources are predominantly utilized in studies aimed at identifying AD? 

 

 

3. BACKGROUND 

3.1.  Arabic language 

Millions of people speak the Arabic language, including its various dialects and MSA. The 

geographical scope of the Arabic language is significant, spanning from the Atlantic Ocean to the Persian 
Gulf. Arabic is the primary language for many people and a secondary or shared language in Muslim regions 

worldwide. Structurally, the total twenty-eight letters of the Arabic alphabet include three long vowels and 

twenty-five consonants. Arabic script is written from right to left, and the shape of Arabic letters changes 

depending on where they are in a word, which makes it different from English [12]. MSA is utilized in 

educational, news, and governmental platforms, while the dialects are used in daily communication and 

digital interaction [13]. 

Arabic, being a Semitic language with a variety of dialects that depend on specific regional areas, 

presents unique problems for NLP. Alongside CA and MSA as official variations, each of the 22 Arab states 

possesses its own dialect, leading to a diversity of dialects that reflect regional differences. The phonology, 

vocabulary, and syntax of standard dialects differ significantly from those of CA and MSA. Differences can 

give rise to socially controversial discussions. Nevertheless, Arabic culture and language are rich and diverse 
[6]. The Arab region plays a significant role in the context of global politics and the worldwide economy. 

Therefore, it receives a lot of attention from international institutions that want to understand opinions related 

to various subjects, such as oil pricing, the stock market, and foreign policy issues [14]. NLP encounters 

special problems when dealing with the Arabic language, mainly due to its complex morphology, numerous 

dialects, and right-to-left writing. Due to the large number of Arabic dialects that lack standardized 

orthography, there are few resources available, and regional diversity strategies are required to increase 

comprehension. Strong ANLP systems are restricted by grammatical ambiguity, dialectal variations, and the 

lack of available language resources [15]. 

 

3.2.  Sentiment analysis 

The growth of available information has led to the development of SA, which has evolved as an 

organized structure for recognizing and categorizing sentiments. Recognition of patterns is the primary 
objective of SA, classifying statements as positive, negative, or neutral. However, the scope of this attempt 

may expand beyond ordinary polarity to cover specific sentiments and emotions, including fear, joy, and 

anger [16]. Recent advancements in ML have improved the accuracy and effectiveness of SA and 

recommendation systems [17]. SA employs several methodologies for text analysis. In general, SA functions 
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at three primary levels, namely the document-level, sentence-level, and aspect-based order. At the document 

level, the study assumes that the entire document expresses a single opinion. While at the sentence level,  

each sentence is treated as an individual opinion, and the overall sentiment of the document depends on the 

sentiment of its sentences. Additionally, at the aspect-based level, a single sentence may include multiple 

aspects, each with its own distinct opinion [18]. As stated by [19], there is a modern trend where people share 

their opinions, ideas, and reviews on various topics related to products or services across different internet 
platforms, including websites, blogs, and social media. Researchers in the field of NLP have demonstrated 

significant interest in the extensive content created by individuals [20]. According to the research [21], 

internet platforms have become important sources of valued opinions. These platforms contribute to the 

needs of companies that are interested in obtaining public evaluations on various products or services. 

Dialectal languages are commonly utilized by individuals in daily interactions throughout the Arab world. 

Moreover, they frequently utilize dialectal forms of language to express their thoughts and ideas on the 

internet. This results in the production of a considerable quantity of dialectal Arabic texts, which presents a 

difficulty for ANLP [10]. 

 

3.3.  Feature extraction techniques 

Data preprocessing is crucial in data analysis, as it transforms raw data into a structured, error-free 

format. Key steps include data cleaning, error correction, and data transformation techniques like scaling and 
feature selection for enhanced interpretability and quality [22]. The transformation of raw data into numerical 

attributes that can be managed while preserving the integrity of the original data is referred to as feature 

extraction. In text analysis, it is necessary to convert the text input into numerical form because ML 

algorithms work more effectively with numerical input than with text input. The goal of the feature extraction 

approach is to identify the most significant aspects of a text so that relevant information may be extracted 

from it [23]. During the feature extraction process, features that are determined to be irrelevant or 

unnecessary will be removed. Using feature extraction to prepare data for a learning algorithm might improve 

the accuracy of the system while also saving the amount of time necessary for it to learn [24]. Word 

embedding is a feature extraction approach that involves representing words as numeric vectors. These 

vectors represent words that have similar meanings and scenarios. In contemporary times, word embeddings 

are frequently employed in various NLP tasks. In DL approaches, they often function as input layers [25]. 
The Word2Vec model, created by Google, is currently recognized as the most widely used word embedding 

model. Word2Vec incorporates two learning models, specifically the continuous bag-of-words (CBOW) and 

skip-gram (SG) models. In the CBOW model, contextual words inside the surrounding context are employed 

to provide predictions for a target word. In contrast, the SG technique relies on a keyword to predict the 

surrounding context words [26]. 

Stanford researchers developed global vectors for word representation (GloVe) for unsupervised 

learning. It merges global word co-occurrence matrices from a corpus to construct word embeddings using 

statistics to uncover word associations. Each value in co-occurrence matrices represents a frequently co-

occurring word pair, unlike occurrence matrices. The approach computes text co-occurrence probabilities to 

reveal word correlations. Another technique used for word representation is TF-IDF, which assesses the 

significance of a word based on its relevance to a document within a group of documents. This method 
involves multiplying the number of times a word appears in a document (TF) by the word’s IDF across a 

group of documents. These scores can be used to highlight important words that stand out in a document.  

TF-IDF offers a method for assigning each word in a text a numerical value indicating its significance to the 

document as a whole [27]. 

 

 

4. RELATED WORKS 

The study examined several parameters for each article, including information on the publisher, year 

of publication, and sources of data. In addition, the size of the datasets used was listed, along with the source 

from which they were obtained, indicating different types of dialects. Additionally, the study examined the 

feature extraction technique employed for sentiment analysis, differentiating between ML and DL 

approaches. Both ML and DL classifiers were carefully investigated, with a primary focus on performance 
indicators such as accuracy, to determine the most effective classifiers, as demonstrated in Table 1 in 

APPENDIX. 

 

 

5. RESULTS 

The dataset that was considered for analysis comprises 71 articles on ASA and was released 

between 2020 and 2024. According to the four original research questions that were presented at the 

beginning of this review, the subsequent section will be structured in accordance with those questions. 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 40, No. 3, December 2025: 1500-1516 

1504 

 

RQ1/ Which Arabic language variety represents the most significant proportion in the studies? 

The study’s findings indicate that the Saudi, Moroccan, and Algerian dialects demonstrate the 

highest proportions, with each of these languages representing 21%, 18%, and 17%, respectively, of the 

overall total. MSA studies and multi-dialect studies were analyzed as separate categories to ensure 

conceptual clarity; these focus areas each represented 9% of the overall studies. Various percentages, ranging 

from 10% to 4%, are associated with other dialects, as shown in Figure 2. 
 

 

 
 

Figure 2. Distribution of selected papers per dialect 
 

 

RQ2/Which ML and DL algorithms are predominantly utilized in studies of ADs? 

The study demonstrates a wide range of ML techniques, some of which are seen just once.  

These algorithms include extra trees, Naive Bayes (NB) classifier, fuzzy C-means clustering, and others. 

Each of these algorithms accounts for 2% of the dataset. Adaptive boosting, K-means clustering, and 

stochastic gradient descent (SGD) Classifier algorithms are mentioned twice, accounting for 4% of the total. 

Extreme gradient boosting was mentioned four times, representing 7% of the total. Multinomial NB accounts 

for 11% of the total, with a frequency of six occurrences. Support vector machines (SVM) is the most 

frequently seen model, with 42 occurrences, accounting for 76% of the dataset, as demonstrated in Figure 3. 

The prevalence of SVM is likely due to its inherent effectiveness with high-dimensional, sparse data,  

which is characteristic of Arabic text, making it a robust traditional choice for Arabic text classification [28]. 
The present research highlights the diverse application of ML methodologies, with some algorithms 

exhibiting a greater prevalence in the existing body of literature compared to others, as demonstrated in 

Figure 3. Additionally, Figure 4 provides an overview of how ML algorithms are being applied to ASA  

from 2020 to 2024, highlighting notable trends. Traditional classifiers, such as SVM and NB, are still  

widely used. 

SVM is used 4 to 5 times per year, while NB peaked in 2020 with five uses before stabilizing at 3 

uses in 2023. LR is continuously used 3 times per year, serving as a reliable benchmark. Clustering methods, 

such as random forest (RF), are used 2 to 3 times per year, while others, such as AdaBoost and XGBoost, are 

used less frequently. The emergence of LightGBM in 2024 indicates increased interest in efficient and 

scalable clustering techniques. Decision trees have been used in a moderate two applications per year since 

2021, often eclipsed by more advanced methods such as RF. Models using gradient descent techniques, such 
as SGD and NuSVM, experienced a peak in 2020 but declined in 2023. 

Moreover, DL algorithms present a diverse range of models that exhibit varying degrees of 

predominance in ASA. Several algorithms, such as bidirectional long short-term memory (BiLSTM), 

AlgBERT, Hybrid BiGRU-BiLSTM, multi-layer perceptron (MLP), multilingual adaptable robust augmented 

bidirectional encoder representations from transformers (MARABERT), enhanced long short-term memory 

(ELSTM), multiplicative long short-term memory (mLSTM), deep neural networks (DNN), bidirectional 

gated recurrent unit (BiGRU), and CNN-BiLSTM, each contribute 2% to the overall research. The included 

articles contain two instances of MLP, GRU, and BiGRU, each accounting for 4% of the total. The CNN-

LSTM model appears four times, making up 7% of the research. A recurrent neural network (RNN) is 

observed in six studies, accounting for 11% of the dataset. AraBERT appears seven times, contributing to 

13% of the studies. The bidirectional encoder representations from the transformers (BERT) method have 

been identified as a prominent choice, since it has been referenced eight times in several academic works, 
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accounting for 15% of the dataset. The RNN model is seen six times, accounting for 11% of the dataset.  

The BiLSTM model has occurred 11 times, accounting for 20% of the total dataset, while the LSTM model 

has been observed 14 times, making up 25%. Finally, CNN exhibits the highest frequency, with a total of 16 

occurrences, accounting for 29% of the academic studies, as illustrated in Figure 5. 

The prominence of CNNs stems from their ability to capture effective local features and sequential 

patterns from text embeddings, which is important for identifying specific slang, negation, or sentiment 
phrases within the variable morphology of Arabic dialects [6]. The present research highlights the 

heterogeneous distribution of ML and DL algorithms across the existing body of literature, whereby several 

models exhibit more prominence than others. Moreover, Figure 6 illustrates the application of DL algorithms 

for Arabic dialect sentiment analysis, spanning the years 2020 to 2024. The trends show a drift toward 

transformer-based models, especially AraBERT and BERT, which became very popular during the later 

years due to their capability of handling the contextual and morphological complexity of text [29]. CNN and 

LSTM maintain a constant level of usage from 2 in 2020 to 4 in 2023, with a slight decrease in 2024. 

AraBERT and BERT just show a growing interest in pre-trained and contextualized transformers. The graph 

shows the supremacy of transformer variants for NLP tasks. In this evolution, it was shown how the reliance 

on advanced DL models has grown to solve the challenges posed by the AD for SA. 
 

 

 
 

Figure 3. Machine learning algorithms usage by selected papers 
 
 

 
 

Figure 4. Machine learning algorithms usage per years 
 

 

RQ3/What are the primary input characteristics employed in studies of AD? 

The analysis of included studies reveals a diverse range of techniques used across the volume of 

research. The Terms-document matrix (TDM) was used by the studies three times, accounting for 5% of the 
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total. AraBert and AraVec both have dual appearances, with each model accounting for 4% of the research. 

GloVe also appears three times, representing a proportion of 5% of the total occurrences. The SG technique 

was observed four times, accounting for 7% of the total. FastText is used in six research studies, making up 

11% of the total dataset, while n-grams were used in seven studies, representing 13%. The CBOW model is 

referenced in eight studies, constituting 15% of the total occurrences. In contrast, the Word2Vec method 

emerges as a prominent choice, appearing 14 times and representing 25% of the sample. The bag of words 

(BOW) approach is utilized even more frequently, with 20 instances, thereby accounting for 36% of the 
studies analyzed. However, the most widely adopted technique was TD-IDF; it was used in 29 research, 

representing 53% of all occurrences. This investigation highlights the wide range of text representation 

approaches used in academic conversations, with certain strategies being more common and important than 

others, as shown in Figure 7. 
 

 

 
 

Figure 5. Deep learning algorithms usage by selected papers 

 

 

 
 

Figure 6. Deep learning algorithms usage per years 
 

 

RQ4/What types of data sources are predominantly utilized in studies aimed at identifying AD? 

The examination of the provided data sources reveals a varied range in terms of counts and 

percentages. With 33 occurrences, Twitter emerges as the most popular source, comprising 46% of the 

dataset. On the other hand, the Google Play Store was used as a data source three times, representing 4% of 

the total. While online reviews contributed nine instances, making up 13% of the reviewed research. 

Likewise, Facebook is mentioned six times, constituting 8% of the dataset. The mix social media category, 
which comprises the integration of multiple platforms, is particularly notable for its 19 instances, accounting 

for 27% of the dataset. YouTube and TripAdvisor comments are comparatively infrequent, each manifesting 
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merely once and contributing 1% to the overall count as demonstrated in Figure 8. This analysis highlights 

the diverse range of sources that have contributed to the dataset. Twitter and mix social media, in particular, 

have made substantial contributions, while additional data from other sources has enhanced the overall 

diversity and scope of the dataset. 
 

 

 
 

Figure 7. Feature extraction methods used by papers 
 

 

 
 

Figure 8. Dataset source among papers 

 

 

6. DISCUSSION 

The systematic review of ASA highlights critical research priorities and methodological trends that 

define the current state of the field. The review found that the concentration of research in the Saudi, 

Moroccan, and Algerian dialects, with each occurring 15, 13, and 12 times respectively, reveals a significant 
resource gap for the remainder of the Arab world. In contrast, dialects such as Somali, Qatari, and Omani 

were examined in only three instances each. This disparity suggests that current ASA models may lack 

generalization and robustness to Arabic dialect text, emphasizing the need for publicly available datasets to 

advance the field. The main reason for this reduction is still the complex morphology of the language and the 

wide diversity of dialects. The increasing prevalence of social media in Arabic-speaking regions has garnered 

significant academic interest in the domain of ASA. However, several significant research shortcomings 

remain hindering its progress. A primary challenge is the scarcity of annotated datasets, particularly for 

underrepresented dialects. The methodological findings demonstrate a clear progression in the field, with the 

choice of feature representation intrinsically linked to the choice of classifier. The enduring effectiveness of 

SVM as the most utilized ML algorithm is intrinsically linked to the high frequency of TF-IDF and BOW 
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feature extraction. The reviewed papers consistently show that SVM excels in classifying data within the 

high-dimensional, sparse feature space that TF-IDF generates when processing morphologically complex 

Arabic text [24]. 

In contrast, the high usage of DL algorithms like CNN, LSTM, and Bi-LSTM signals a necessary 

progression toward more sophisticated, automated feature learning. These models require a contemporary 

word embedding, which provides vector representations that can inherently manage the ambiguity and 

morphological variation of ADs. The steady use of CNNs, in particular, confirms their effectiveness in 
automatically capturing local sentiment features and sequential patterns that are crucial in informal, context-

dependent communication, often resulting in superior performance over traditional methods in dialectal text 

classification [30]. 

This comparative trend shows that researchers are now preferring models that can autonomously 

learn semantic and syntactic nuances, rather than relying solely on manually engineered features. Even 

though advanced DL models like CNNs and LSTMs show great promise, many still depend on traditional 

ML methods like SVMs and NB. Exploring hybrid models that combine traditional and DL methods could 

lead to better performance. Research on pre-trained language models, such as AraBERT and MARABERT, 

mainly relies on traditional techniques like TF-IDF and BOW for feature extraction. Using these advanced 

models will help ASA become more robust and accurate. Over-reliance on Twitter as the main data source 

limits the variety of datasets even more, since other platforms, including Facebook, Google Play Store, and 

YouTube, are still underused. Including these platforms in expanding data collection will help to give a more 
complete awareness of sentiment in different contexts. Furthermore, complicating model comparison and 

benchmarking are the lack of dialect-specific sentiment lexicons and consistent evaluation measures. 

Establishing shared responsibilities and developing these materials would encourage creativity and guarantee 

comparability between researchers. By filling in these gaps, future studies can greatly advance the field and 

provide robust, inclusive solutions for ASA. 

This study, while aiming to be comprehensive, is subject to methodological limitations. The strict 

timeframe of 2020 to 2024 may have excluded older, yet foundational, papers that established initial 

benchmarks and core methodologies in the field. Furthermore, the reliance on standard academic databases 

introduces a potential publication bias, meaning that studies reporting positive or state-of-the-art results are 

likely over-represented. Future reviews should strive to incorporate data from regional proceedings to offer a 

more comprehensive perspective of the field. 
 

 

7. CONCLUSION 

This study investigates research dealing with the SA of the Arabic language between 2020 and 2024, 

including both dialects and Modern Standard Arabic. We covered a comprehensive assessment of the 

methodologies followed and outcomes acquired for each research. The study reveals that previous  

research mostly concentrates on Saudi, Moroccan, and Algerian dialects, highlighting a visible absence of 

studies for other Arabic dialects. This disparity suggests that current ASA models may lack generalization 

and robustness across the full spectrum of Arabic dialects, emphasizing the need for publicly available 

datasets. 

The research results revealed that SVM, NB, and RF emerged as the primary ML methodologies, 
emphasizing their effectiveness in addressing the complexities of the Arabic language. The analysis of 

feature extraction methodologies revealed a notable inclination towards traditional techniques, specifically 

TF-IDF and BOW. This preference underscores a continued reliance on established methods. Notably, DL 

models such as CNN, LSTM, and Bi-LSTM have increasingly contributed to include research. Recent studies 

have increasingly highlighted the significance of these models, as they excel at identifying intricate patterns 

within Arabic text data. Their ability to understand and analyze language nuances. As a dataset source, 

Twitter emerged as the primary data source for SA, accounting for nearly half of the dataset. This highlights 

its importance in capturing public opinions in Arabic-speaking regions. Whereas contributions from online 

reviews and Facebook were comparatively lower. 

Moving forward, it is paramount to address the critical challenge of data scarcity and model 

generalization. Future research in SA within the context of ADs should prioritize the pressing need for the 

development of annotated datasets for underrepresented dialects to achieve a more equitable distribution of 
data and enhance overall model performance. The adoption of advanced DL techniques and hybrid models is 

also advisable to strengthen the accuracy and resilience of ASA. 
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Table 1. Overview of research papers included in the review 
Resource Years Data source Size of  

datasets 

Dialect Feature 

extractor 

Classifier Best  

performance 

Accuracy 

[28] 2020 Twitter 9,000 Algerian 

dialect 

BOW BERT, CNN BERT 82% 

[29] 2024 Twitter 55000 Multi TF-IDF AraBERT AraBERT + 

Voting Ensemble 

81.34% 

[30] 2024 Twitter 26014 Multi N/A DNN, AraBert AraBert 84.29% 

[31] 2024 Twitter 3000 Multi TF-IDF, 

word 

embedding 

LSTM, Multi-

headed CNN-

LSTM-GRU, 

BERT, 

AraBert-V01, 

AraBert-V02 

AraBert-V02 87.00% 

[32] 2024 Twitter 10000 Multi TF-IDF, 

BOW 

Lgbm, RF, 

SVM, 

Logistic 

Regression 

(LR) 

svm F1-scor = 

96.6% 

[33] 2024 Hotel 

reviews 

15,562 Multi Bert BERT, 

BiGRU, CRF 

BERT-BiGRU-

ATT-CRF 

F1-scor = 

80.36 % 
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Table 1. Overview of research papers included in the review (Continued) 
Resource Years Data source Size of  

datasets 

Dialect Feature 

extractor 

Classifier Best  

performance 

Accuracy 

[34] 2024 Twitter 10,646 Saudi 

dialect 

TF-IDF, 

minimum 

redundancy 

maximum 

relevance 

(MRMR) 

KNN, SVM, 

DT, RF 

SVM, DT 95.00% 

[35] 2024 Google 

Play Store 

114,499 Multi N-grams, 

POS 

SVM, KNN, 

NB, LR, RF, 

NN 

ANN 89.00% 

[36] 2024 Mix 24,978 Moroccan 

dialect 

AraBert BiGRU, 

CNN-BiGRU, 

LSTM, CNN-

LSTM, 

BiLSTM, 

CNN-

BiLSTM 

(AraBert+BiGRU, 

AraBert+CNN-

BiGRU) 

91.25% 

[37] 2024 Mix 4,000 Saudi 

dialect 

POS, TF-

IDF, n-

grams, 

SVM, RF, 

NB, KNN, 

SVM 86.51% 

[38] 2023 Amazon 

reviews 

5000 Bahraini 

dialect 

BERT LSTM, LSTM 96.72% 

[39] 2023 Twitter 55,000 Multi TF–IDF LR, NB, 

SVM, RF, 

XGB, DT, 

KNN 

NB 84.40% 

[40] 2023 Mix 237,800 Multi GloVe, 

Word2vec, 

FastText 

and 

ARBERT 

BiLSTM and 

CNN 

BERT + BiLSTM 93.97% 

[41] 2024 Twitter 16,600 Kuwaiti 

dialect 

TF-IDF LR, SVM, 

MNB, 

AraBert 

AraBert 87.00% 

[42] 2023 Hotel 

reviews 

436,772 Multi Word2Vec 

and 

fastText 

CNN, LSTM, 

CNN-LSTM 

CNN 94.69% 

[43] 2023 Twitter 157,214 Saudi 

dialect 

Word2Vec 

and 

fastText 

BiLSTM, 

CNN 

CNN 92.80% 

[44] 2023 Twitter 27,000 Multi N/A RF, KNN, 

NB, DT, LR, 

SVM, 

proposed 

(MST) 

proposed (MST) 52.00% 

[45] 2021 Twitter 11647 Saudi 

dialect 

N/A SVM, KNN, 

NB 

SVM 85.25 

[46] 2022 Twitter 51000 Saudi 

dialect 

BOW, 

TF-IDF, 

Word2Vec 

SVM, RF, LR, 

NB 

NB 74.25% 

[47] 2022 Mix 8000 Saudi 

dialect 

TDM DT, SVM, 

NB, KNN 

KNN 78.46%. 

[48] 2022 Google 

Play Store 

3545 Yemen 

dialect 

TF-IDF NB, KNN, 

DT, SVM, 

NB 89.65% 

[49] 2020 Twitter 4,00 Multi n-grams, 

TF-IDF 

SVM, RF, LR LR 63% 

[50] 2021 Mix 3,015 Modern 

Arabic 

standard 

TFMX, 

TDMX 

NBC, KNN, 

k-means, 

fuzzy c-means 

KNN 83.60% 

[51] 2020 Facebook 10,254 Moroccan 

dialect 

BOW, 

TF-IDF, 

word2vec 

LR, SVM, RF, 

Extra Trees 

Logistic 

Regression+ (TD-

IDF) 

82.10% 

[52] 2020 Twitter 31,000 Multi N/A BERT BERT 45.07% 

[53] 2020 Twitter 1000 Jordanian 

dialect 

N-gram SVM, NB SVM 77% 

[54] 2020 TripAdvisor 4604 Saudi 

dialect 

TF-IDF k-means, 

Support 

Vector 

Clustering 

k-means clustering 76% 
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Table 1. Overview of research papers included in the review (Continued) 
Resource Years Data source Size of  

datasets 

Dialect Feature 

extractor 

Classifier Best  

performance 

Accuracy 

[55] 2021 Facebook 255,008 MSA, 

Algerian 

dialect 

Word2vec, 

FastText 

RF, LR, CNN, 

LSTM 

CNN 89% 

[56] 2020 Facebook, 

Twitter, 

YouTube 

2000 Moroccan 

dialect 

N/A NB, SVM, 

LSTM, CNN 

CNN 96% 

[57] 2021 Twitter 12548 Multi N/A RF RF 75% 

[58] 2021 Mix 353, 

171 

Multi Skip-gram, 

BOW using 

Bert Bert 91.5 

[59] 2021 Twitter 5,149 Saudi 

dialect 

N-gram, 

chi-square 

statistical 

LR, SVM, 

MNB 

LR, SVM 73.39% 

[60] 2023 Twitter 52155 Multi Word2Vec, 

FastText 

LSTM LSTM+FastText 84,04 

[61] 2021 Arabic 

reviews 

500 MSA n-gram, 

skip-n-gram, 

POS 

NB, 

Maximum 

Entropy (MA), 

SVM 

SVM + n-gram 94.20% 

[62] 2021 Twitter 2,236,351 Algerian 

dialect 

Word2Vec, 

CBOW, 

FastText 

CNN EmbCNN 83.63 

[63] 2021 Twitter 100000 Tunisian 

dialect 

BERT MBERT MBERT 82.90% 

[64] 2021 Twitter 40000 Egyptian 

dialect 

CBOW CNN, LSTM, 

BiLSTM, 

CNN 99.65% 

[65] 2020 Twitter 60000 Saudi 

dialect 

Word2Vec, 

TF-IDF, 

TDM 

SVM, NB, 

KNN, 

RF 

SVM 93.529 

[66] 2021 Twitter 12000 Moroccan 

dialect 

AraBert SVM, NB, 

DT, LR, NN, 

LSTM, 

BLSTM 

 

BLSTM 83.24% 

[67] 2020 social 

media 

30957 Multi N-gram, 

TF–IDF 

Bert Bert+(TF-IDF) 40.95% 

[68] 2021 social 

media 

50000 Multi BOW, 

TFIDF 

SGD 

Classifier, 

NB, LSVM 

SGD Classifier 77.00% 

[69] 2020 Twitter 160000 MSA Word2Vec CNN, RNN CNN 90.15% 

[70] 2020 Twitter 1387085 Multi Word2Vec CNN, 

BLSTM, 

BERT 

BERT 71.96% 

[37] 2020 Mix 61582 Multi CBOW NB, SVM, 

LR, SGD, 

RF, KNN, DT, 

AdaBoost 

LR 81.68% 

[71] 2020 Mix 172500 Multi BERT BERT BERT 96,11% 

[72] 2020 Mix 20314 Multi FastText, 

AraVec, 

SVM, 

NuSVM, 

RF, LR, NB, 

SGD 

NuSVM + 

Concatenation 

(AraVec, FastText) 

92.22% 

[73] 2021 Mix N/A Multi N/A BERT QARiB+ entity 

recognition 

69.10% 

[74] 2021 Mix 249941

286 

Egyptian 

dialect, 

MSA 

TF-IDF, 

n-gram 

Naive Bayes, 

SVM, 

BiLSTM, 

LSTM, CNN, 

AraBERT 

AraBERT 93.00% 

[75] 2021 Arabic 

Book 

Reviews 

63000 MSA BOW, 

Skip-Gram, 

TD-IDF, 

LR, KNN, 

SVM, 

RF, DT, 

XGBoost, 

CNN, RNN 

(CNN-RNN) + 

Skip-gram 

88.38% 

[76] 2021 FaceBook 21000 Tunisian 

dialect 

Word2Vec CNN, LSTM, 

BiLSTM 

LSTM, 

BiLSTM 

87.00% 

[77] 2023 YouTube 

comments 

45000 Algerian 

Dialect 

n-grams BERT, LSTM, 

Bi-LSTM 

BERT 81.74% 

[78] 2022 Mix 11760 Algerian 

dialect 

BOW, 

Skip-Gram) 

SVM, NB, 

MNB, CNN, 

RNN 

MNB 84.21% 
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Table 1. Overview of research papers included in the review (Continued) 
Resource Years Data source Size of  

datasets 

Dialect Feature 

extractor 

Classifier Best  

performance 

Accuracy 

[79] 2022 Twitter, 

FaceBook 

11109 Sudanese 

dialect 

TD-IDF LR, RF, NB, 

SVM, RNN, 

CNN, 

CNN+LSTM, 

SCM+MMA 

SCM+MMA 88.37% 

[80] 2021 Twitter 10106919 Saudi 

dialect 

Word2Vec, 

AraVec 

MC1 

(CNN+Global 

Average 

Pooling), MC2 

(CNN + 

bidirectional 

gated recurrent 

units) 

MC2 74.35% 

[81] 2020 FaceBook 500 Algerian 

dialect 

word2Vec, 

BOW, 

Doc2Vec, 

FastText 

NB, LR, RF, 

SGD, SVC, 

CNN, MLP, 

LSTM, 

BiLSTM 

SGD(Word2Vec) 89.00% 

[82] 2023 Twitter, 

YouTube 

54000 Algerian, 

Standard 

Arabic 

CBOW, 

FastText, 

RF, SVM, 

GNB, MNB, 

AlgBERT, 

CNN-LSTM 

AlgBERT 92.62% 

[83] 2021 Facebook, 

Twitter 

6138 MSA BOW SVM, NB, 

KNN, RF, DT 

SVM 83.00% 

[84] 2023 Book, Hotel 

reviews 

679555 MSA FastText, 

Learnable 

embedding 

Bi-GRU, Bi-

LSTM 

GRU/LSTM + 

Leranable 

embadding 

95.65% 

[85] 2020 Twitter 2000 MSA TF-IDF, Multi-Layer 

Perceptron 

Multi-Layer 

Perceptron 

85.28% 

[86] 2023 FaceBook 2600 Moroccan 

dialect 

TF-IDF NB, SVM, RF RF 87.50% 

[87] 2021 Twitter 171873 UAE 

dialect 

BOW DT, RF, GB RF 88.72% 

[88] 2023 HESPRESS 14050 Moroccan 

dialect 

Arabic Bert MARABERT, 

AraBERT 

MARABERT 92.31% 

[89] 2023 Mix 70.332 Moroccan 

dialect 

BOW DT, MNB, 

SVM, RF, LR 

LR 75.00% 

[90] 2021 Mix 5684700 Multi TF-IDF, 

Skip-gram 

NB, KNN, LT, 

SVM, DT, RF, 

ELSTM, GRU, 

mLSTM 

mLSTM 97.67% 

[91] 2024 Twitter 57391 MSA, 

Egyptian, 

Gulf 

TF-IDF, 

BOW 

LGBM, RF, 

SVM, LR 

SVM+BOW 96.40% 

[92] 2022 Facebook 65,125 MSA, 

Algerian 

dialect 

TF-IDF SVM, CNN CNN 74.66% 

[93] 2023 Mix 171,700 Moroccan 

dialect, 

MSA 

BERT SVM, LSTM, 

BiLSTM, 

GRU 

stacking ensemble 

(using SVM) 

93.20% 

[94] 2021 Mix 1,032,284 Egyptian 

dialect and 

MSA 

TF-IDF, 

FastText, 

GloVe 

GB, LR, 

AdaBoost, 

DT, MNB, 

SVM, XGB, 

RF, MLP, 

CNN 

CNN+ FastText 89.00% 

[95] 2023 Twitter 50000 Moroccan 

dialect 

AraBERT, 

Qarib 

SVM, 

AraBERT, 

Qarib 

Qarib+ Qarib 93.00% 

[96] 2023 Facebook 9,396 Tunisian 

dialect 

GloVe, 

TF-IDF, 

BOW 

NB, SVM, 

RF, LR, DT, 

CNN, LSTM, 

Bi-LSTM, 

RNN 

Bi-LSTM 79,80% 

[97] 2022 Twitter 199,000 Saudi 

dialect 

TF-IDF, 

BOW 

SVM, NB, 

LR, DT, RF, 

XGBoost, 

RNN, LSTM, 

Bi-LSTM, 

CNN 

Bi-LSTM + Word 

Embedding 

87.00% 
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