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 The human voice is a powerful medium for conveying emotion, identity, and 

intellect. Arabic, as the language of the Qur'an, holds deep spiritual and 

linguistic importance. Reciting the Qur'an correctly involves following 

Tajweed rules, which ensure phonetic precision and aesthetic quality. 

However, mastering these rules is challenging due to complex pronunciation 

and articulation variations, often requiring expert guidance. Traditional 

learning methods lack personalized feedback, making it difficult for learners 

to identify and correct errors. With the rise of machine learning, new 

opportunities have emerged to support Qur’anic recitation through intelligent 

analysis of Tajweed patterns and error prediction. This study presents a 

predictive model that identifies Qur’an reciters using ensemble learning 

techniques. By incorporating deep learning models like gated recurrent units 

(GRUs), long short-term memory (LSTM), and recurrent neural network 

(RNN), the system effectively captures the vocal features unique to each 

reciter. The model achieves an accuracy rate of 88.57%, demonstrating its 

potential to support Qur’anic learning and preservation. Nonetheless, its 

performance may be affected by audio quality and limited training data 

diversity. To improve adaptability and robustness, future work will focus on 

enriching the dataset and optimizing the model to generalize better across a 

broader range of reciters. 
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1. INTRODUCTION 

The human voice is a fundamental tool for communication, expression, and identity, shaping 

civilizations through speech, storytelling, and music [1]. Among global languages, Arabic holds a distinct 

cultural and spiritual significance, spoken by approximately 400 million people natively and serving as the 

liturgical language for over 1.5 billion muslims worldwide [2]. The Qur’an, revealed over fourteen centuries 

ago, is not merely a religious text but a source of divine guidance and spiritual reflection for muslims. Its 

recitation follows Tajweed, a structured set of phonetic rules ensuring proper pronunciation and rhythm [3]. 

The Ahkam Al-Tajweed [4] governs these rules, preserving the Qur’an’s oral tradition through the practice of 

Talqeen, which relies on expert instruction. However, mastering Tajweed remains challenging due to its 

complexity and the need for skilled teachers [5]. 

The recitation of the Qur’an holds immense spiritual and cultural significance for muslims 

worldwide. Central to this practice is Tajweed, a precise set of phonetic rules that ensure the correct 
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pronunciation of Qur’anic verses. Mastering Tajweed requires a deep understanding of articulation points 

(makhraj) [6], phonetic characteristics (sifat), and recitation rules such as elongation (madd), merging 

(idgham) [7], conversion (iqlab) [8], and pauses (waqf) [9]. However, traditional methods of Tajweed 

instruction rely heavily on oral transmission (Talqeen), where learners receive direct feedback from qualified 

teachers. While this approach is effective, it is often constrained by limited accessibility to expert instructors 

and the need for extensive practice.  

In recent years, technological advancements, particularly in machine learning, have created new 

opportunities for enhancing Tajweed learning. A key challenge remains the lack of accessible, tailored 

solutions for learners, whether through human or machine-assisted tutoring, to effectively master this art. 

Innovations in machine learning provide powerful tools to bridge this gap. These technologies analyze 

complex sound patterns, predict recitation errors, and personalize learning experiences, blending traditional 

instruction with contemporary needs. Advanced neural network architectures [10], such as convolutional 

neural networks (CNNs) [11], [12], long short-term memory (LSTM) networks [13], [14], and gated 

recurrent units (GRUs) [15], are pivotal in this progress. Ensemble learning approaches, which combine 

multiple architectures—including CNNs, recurrent neural networks (RNNs), and Transformers—further 

enhance the robustness and accuracy of speech recognition systems. Together, these technologies form the 

foundation of our proposed solution, enabling efficient analysis of Tajweed recitation and addressing the 

limitations of traditional methods. 

In this work, we propose an innovative approach to facilitate Qur’anic recitation learning by 

leveraging advanced machine learning techniques. Our system utilizes deep learning models, including 

CNNs, LSTM networks, and GRUs, to analyze Tajweed recitation with high precision. By integrating 

ensemble learning methods [16], which combine multiple neural architectures, we aim to enhance the 

robustness of recitation error detection. The ultimate goal is to provide an accessible, technology-driven 

solution that complements traditional Tajweed instruction, achieving a performance benchmark of 

approximately 88.57%. 

The structure of this paper is organized as follows: section 2 provides a comprehensive literature 

review, highlighting prior work and advancements in Qur'anic recitation analysis. Section 3 details the 

dataset utilized in this study, including its preparation and characteristics, and elaborates on the architecture 

of the proposed predictive model. Section 4 presents the experimental results, comparing the performance of 

the proposed model with benchmarking techniques to validate its effectiveness. Finally, section 5 concludes 

the paper, summarizing the findings and discussing potential directions for future research. 

 

 

2. LITERATURE REVIEW 

The integration of machine learning techniques in Qur'anic recitation analysis has significantly 

advanced the accuracy, accessibility, and overall learning experience, particularly in applying Tajweed rules 

and detecting recitation errors. Various studies have explored deep learning models for improving Qur'anic 

recitation [17], yet challenges remain in dataset availability, model robustness, and practical applicability. 

Moustafa and Aly [18], the authors propose a deep learning model for Arabic speaker identification 

using Wav2Vec2.0 and HuBERT, two state-of-the-art self-supervised learning models for speech 

representation. Wav2Vec2.0 utilizes a transformer-based architecture with masked feature prediction, while 

HuBERT employs clustering-based pre-training. A multi-layer perceptron (MLP) classifier is used for 

speaker classification, achieving an impressive accuracy of 98% with Wav2Vec2.0 and 97.1% with 

HuBERT. The study acknowledges limitations related to dataset specificity, model complexity, accuracy 

variability, class diversity, and dependence on pre-trained models, which should be addressed in future work. 

Osman et al. [19] focuses on evaluating the effectiveness of the QDAT dataset for Qur'anic 

recitation analysis. The proposed system comprises two main stages: feature extraction using mel-frequency 

cepstral coefficients (MFCC) and classification through machine learning techniques. While the system 

demonstrates notable improvements in Qur'anic education through automation, it still faces challenges in 

capturing the contextual nuances of recitations, as automated models may struggle with the complex phonetic 

and linguistic aspects of Tajweed. 

Samara et al. [20], a deep learning model utilizing CNNs was introduced for the classification of 

recitations from seven well-known Qur’anic reciters. The study employed MFCCs for feature extraction and 

conducted a comparative analysis between CNN-based classification and traditional machine learning 

approaches. The CNN model demonstrated exceptional performance, achieving an accuracy of 99.66%, 

surpassing the SVM, which reached 99%. Despite these promising results, challenges remain regarding 

dialectal variations and the robustness of the model across diverse reciters and pronunciation styles. 

A more comprehensive approach to recitation assessment is presented in [21], where a deep 

learning system is designed to verify the correctness of individual letters, words, and full verses in Qur'anic 

recitation. This model integrates MFCC-based feature extraction with LSTM networks, a type of RNN, to 
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classify recitations. The model achieves an accuracy of 97.7%, surpassing previous methods. However, 

further improvements are needed to refine pronunciation feedback and expand dataset diversity. 

Harere and Jallad [22], the authors introduce an end-to-end deep learning model for Qur'anic 

recitation recognition, incorporating a CNN-Bidirectional GRU encoder trained using the connectionist 

temporal classification (CTC) objective function. The model utilizes the Ar-DAD dataset, which contains 

recitations from 30 individuals across 37 chapters, achieving a word error rate (WER) of 8.34% and a 

character error rate (CER) of 2.42%. Despite its effectiveness, the study highlights the need for improved 

Tajweed rule integration and broader coverage of diverse Qur'anic recitation styles. 

A study on Tajweed error detection is presented in [23], where the authors propose a hybrid 

approach combining MFCC features with LSTM networks to identify mispronunciations. Experiments 

conducted on the QDAT public dataset report high accuracies of 96%, 95%, and 96% for the detection of 

Separate Stretching, Tight Noon, and Hide rules, respectively. However, a key limitation of this work is its 

reliance on machine learning algorithms without benchmarking against deep learning models, as well as the 

use of a private dataset, restricting reproducibility and comparison with existing research. 

Al-Fadhli et al. [24], the authors explore the use of mobile applications to assist learners in 

correcting their Qur'anic recitation. These applications leverage speech recognition models, yet challenges 

persist due to the high demand for robust and error-free speech processing systems. The study identifies 

major gaps in dataset comprehensiveness and the reliance on online services, which may limit accessibility 

and application scalability. 

Finally, Salameh et al. [25] addresses the unique challenges faced by non-Arabic speakers in 

learning Qur'anic recitation. The authors developed a crowdsourcing platform integrated into a mobile 

application to collect and annotate approximately 7,000 recitations from 1,287 participants across 11 non-

Arabic-speaking countries. The dataset achieved a crowd accuracy of 0.77 and an inter-rater agreement of 

0.63, demonstrating its value for training AI models. However, the study highlights the limited availability 

of public Qur'anic datasets for benchmarking, which remains a significant barrier to advancing research in 

this domain. 

In our study, we present a predictive model for identifying Qur'an reciters using ensemble learning. 

By combining deep learning techniques like GRU, LSTM, and RNN, the system captures distinctive vocal 

features. It achieves 88.57% accuracy, aiding in the preservation of Qur'anic recitation. However, audio 

quality and dataset diversity may affect generalization. Future work aims to enhance robustness and expand 

data coverage. Table 1 presents a comparative analysis of recent studies on speech recognition, speaker 

identification, and audio signal classification for Qur'an recitation. This analysis highlights a diversity of 

datasets, methodologies, and feature extraction techniques, with varying performances depending on the 

objectives of the studies. 

 

 

Table 1. Comparative analysis of existing studies 
Paper Year Dataset Methodology Feature 

extraction 
Focus areas Performance 

[18] 2021 arbitrary audio signals. Multi-Layer 

Perceptron 

Wav2Vec2.0 Identifying Arabic 

speakers 

Accuracy 98% 

[19] 2021 QDAT public dataset Gradient  

Boosting 

MFCC Classification Accuracy 90.37% 

[20] 2023 seven well‐known 
reciters 

CNN MFCC / Accuracy 99% 

[21] 2023 Al-Qur'an dataset RNN, LSTM MFCC Correct recitations Accuracy 97.7% 

[22] 2023 Ar-DAD public CNN-
Bidirectional 

GRU 

/ Error rate Word Error Rate 8.34%, 
Character Error Rate 

2.42%. 

[23] 2023 QDAT public dataset LSTM MFCC Detect mispron-
unciations 

Accuracy 96% 

[25] 2024 Mobile  

application 

Matthews 

correlation 
coefficient 

/ Prediction reciters Accuracy 77% 

 

 

3. PROPOSED METHOD 

The methodology proposed in this work is designed to analyze and classify Qur'anic recitations 

based on Tajweed rules. The overall process is illustrated in Figure 1 and carefully structured to ensure 

accuracy, robustness, and generalizability. The approach consists of two main layers: a preprocessing layer 

and a hybrid model layer, each playing a crucial role in achieving the desired classification outcomes. The 

preprocessing layer consists of multiple components designed to transform raw audio recordings into 
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structured data suitable for analysis. The process begins with the MFCC module [24], [25], which extracts 

essential audio features by mimicking the human auditory system. This technique captures phonetic nuances 

while minimizing background noise, ensuring high-quality feature extraction. The extracted features are then 

processed through the embedding module, which converts Tajweed rule annotations into numerical 

representations, making them compatible with machine learning algorithms. Finally, the postprocessing 

module aligns the extracted audio features with their corresponding Tajweed annotations, ensuring 

consistency and coherence for effective classification. 

The hybrid model layer leverages the strengths of three advanced deep learning architectures: CNN, 

LSTM, and GRU. Each model is optimized to address specific aspects of audio data processing. CNN is 

employed to extract hierarchical local features using multiple convolutional layers, max-pooling for 

dimensionality reduction, and fully connected layers for feature refinement. LSTM specializes in capturing 

long-term temporal dependencies by processing data across sequential time steps. Meanwhile, GRU, a 

simplified yet powerful recurrent neural network, complements CNN and LSTM by efficiently handling 

temporal relationships while reducing computational complexity. To enhance classification accuracy, an 

ensemble learning approach is applied, combining the predictions of CNN, LSTM, and GRU. The outputs from 

these models are aggregated using logistic regression, where the final class is determined by averaging 

probability scores and selecting the highest value. This strategy leverages the complementary strengths of the 

individual models, resulting in a more robust and accurate classification system. The ensemble method ensures 

a balanced prediction capability, overcoming the limitations of standalone models and improving overall system 

performance.  

The QDAT dataset serves as the primary resource for training and evaluating the proposed system. It 

contains over 1,500 expert-annotated audio recordings used to assess Qur'anic recitation accuracy based on 

three specific Tajweed rules. The recordings, collected via WhatsApp from more than 150 reciters (350 

males and 1,159 females), are stored in WAV format with an 11 kHz sample rate, mono channel, and 16-bit 

resolution. Additional metadata, including age, gender, and adherence to Tajweed rules, is provided in a CSV 

file. To further validate the model’s generalizability, an external dataset, referred to as "Our Dataset," was 

collected. This dataset includes recordings from 189 reciters, carefully selected to represent a diverse range 

of recitation styles and Tajweed adherence, ensuring an unbiased evaluation. 

By integrating ensemble learning with advanced deep learning architectures, the proposed system 

effectively enhances classification accuracy and robustness, leading to a more reliable analysis of Qur'anic 

recitation. The combination of sophisticated preprocessing techniques, state-of-the-art deep learning models, 

and ensemble learning strategies ensures a highly accurate and resilient classification framework. This 

innovative approach provides a valuable tool for improving Tajweed education and refining Qur'anic 

recitation analysis, offering greater precision and reliability as shown in Table 2. 
 

 

 
 

Figure 1. The workflow of the proposed methodology 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (1) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

 

 

Table 2. The provisions of the Verse 
The provisions Verse Verse in symbols 

Separate stretching 

of four movements 

مُ ٱلْغيُُوب عَلِ أنََتَ لنَآَ إنَِّكَ قاَلُوا۟ لََ عِلۡمَ   ب  ـُ  ـُ  ي ـُ  غ ـ ل ـُ  م ـَ  ـَ  ل ل  ـَ  ع ـَ  ت ن ءـَ  ـَ  ك ـَ  ن ن  ـِ  ء  ـَ  ـَ  ـَ  ـَ  ن ـَ  ل ـَ  م ل ـِ  ع ـَ  ـَ  ل ـُ  ـُ  ل ـَ  ـَ  قـ 

Separate stretching 
of five movements 

مُ ٱلْغيُُوب عَلِ  أنََتَ لنَآَ إنَِّكَ قاَلُوا۟ لََ عِلۡمَ   ب  ـُ  ـُ  ي ـُ  غـ ل ـُ  م ـَ  ـَ  ل ل ـَ  ع ـَ  ت ن ءـَ  ـَ  ك ـَ  ن ن ـِ  ء ـَ  ـَ  ـَ  ـَ  ـَ  ن ـَ  ل ـَ  م ل ـِ  ع ـَ  ـَ  ل ـُ  ـُ  ل ـَ  ـَ  قـ 

Tight Noon  َٓمُ ٱلْغيُُوب  أنََتَ عَلِ إنَِّكَ قاَلُوا۟ لََ عِلۡمَ لنَا  ب  ـُ  ـُ  ي ـُ  غـ ل ـُ  م ـَ  ـَ  ل ل ـَ  ع ـَ  ت ن ءـَ  ـَ  ك ـَ  ن ن ـِ  ء ـَ  ـَ  ـَ  ـَ  ـَ  ن ـَ  ل ـَ  م ل ـِ  ع ـَ  ـَ  ل ـُ  ـُ  ل ـَ  ـَ  قـ 

Hide  َمُ ٱلْغيُُوب عَلِ  أنََتَ قاَلُوا۟ لََ عِلۡمَ لنَآَ إنَِّك  ب  ـُ  ـُ  ي ـُ  غـ ل ـُ  م ـَ  ـَ  ل ل ـَ  ع ـَ  ت ن ءـَ  ـَ  ك ـَ  ن ن ـِ  ء ـَ  ـَ  ـَ  ـَ  ـَ  ن ـَ  ل ـَ  م ل ـِ  ع ـَ  ـَ  ل ـُ  ـُ  ل ـَ  ـَ  قـ 

 

 

4. RESULTS AND DISCUSSION 

4.1.  Results 

The results demonstrate that the ensemble learning model, combining RNN, LSTM, and GRU, 

outperforms individual models across all evaluation metrics—accuracy, recall, and precision. Table 3 

presents a detailed comparison of the performance metrics for each model. Below is a detailed discussion of 

the performances:  

a) CNN: the CNN model, while less sophisticated than LSTM, still delivered competitive results with an 

accuracy of 75.9%, recall of 77.99%, and precision of 79.45% as shown in Figure 2. These limitations 

underscore the importance of more advanced models for sequence learning. The CNN model shows 

signs of overfitting, with training accuracy reaching 85% while validation accuracy fluctuates around 

75%. A widening gap after epoch 10 suggests poor generalization. Additionally, high variability in 

validation accuracy indicates instability, possibly due to data imbalance or sensitivity to phonetic 

variations. The model may struggle with misclassifications in similar sounds. 

b) LSTM: the LSTM model exhibited the highest individual accuracy of 84.3%, recall of 87.31%, and a 

strong precision of 89.1%. This suggests that LSTM effectively captures long-term dependencies, 

making it more adept at modeling the temporal features of the dataset as shown in Figure 3. The 

fluctuations in validation accuracy imply some instability, possibly due to dataset variability or 

imbalanced classes. The model may struggle with sequences containing similar phonetic patterns, 

leading to misclassifications in certain Tajweed rules. 

c) GRU: the GRU model achieved an accuracy of 77.03%, with recall and precision values of 79.23% and 

80.45%, respectively. This could be attributed to its simplified architecture, which may be less effective 

for complex temporal datasets as shown in Figure 4. The training and validation curves suggest good 

generalization, with minor overfitting. However, fluctuations in validation accuracy indicate some 

instability, possibly due to dataset imbalances or insufficient contextual learning. 

d) Ensemble learning: the ensemble model, which integrates predictions from RNN, LSTM, and GRU, 

achieved superior performance across all metrics. The accuracy reached 88.57%, marking a significant 

improvement over the best individual model (LSTM at 84.3%). Furthermore, the recall was 90.56%, 

reflecting enhanced sensitivity in identifying true positives. Lastly, the precision of 94.11% indicated 

exceptional specificity in correctly identifying relevant instances. These results demonstrate the 

effectiveness of ensemble learning in combining the strengths of individual models to achieve better 

generalization and robustness. 

 

 

Table 3. Performance metrics results for different models 
Model Accuracy Recall Precision F1-Score Learning time Error rate 

GRU 77.03 79.23 80.45 83.78 25-35 s/ epoch 8.90% 

LSTM 84.3 87.31 89.1 84.72 30-46 s/ epoch 17.54% 

CNN 75.9 77.99 79.45 87.41 6-7 s/epoch 14.24% 

Ens. learning 88.57 90.56 94.11 86.80 60s/epoch 6.24% 

 

 

In Figure 5, the learning curve shows the evolution of the accuracy of the ensemble model for 

Qur'an recitation classification on the training and validation sets over 20 epochs. The performance reaches 
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around 90% for training and 87% for validation, indicating a good generalization capability of the model. 

The rapid convergence of the curves after 10 epochs demonstrates an efficient stabilization of the learning 

process, with no significant signs of overfitting. 

 

 

  
 

Figure 2. Accuracy of CNN 

 

Figure 3. Accuracy of LSTM 

 

 

  
 

Figure 4. Accuracy of GRU 

 

Figure 5. Learning curve of proposed model 

 

 

4.2.  Discussions 

Ensemble learning offers improved robustness by combining the strengths of individual models and 

mitigating their weaknesses. For instance, GRU’s relative simplicity complements LSTM’s ability to handle 

long-term dependencies. Meanwhile, RNN contributes by effectively capturing simpler patterns, making the 

overall system more robust. Additionally, the ensemble approach aggregates diverse decision-making 

processes, leading to a more balanced and generalized model. As a result, the model performs well across 

different data patterns, reducing bias and variance. Furthermore, the ensemble model demonstrates a 

significant precision improvement of 94.11%. This high precision highlights the system's ability to minimize 

false positives, making it particularly valuable in applications where precise decisions are critical. Moreover, 

the recall achieved by the ensemble model is 90.56%, indicating its ability to reduce false negatives. 

Consequently, it ensures comprehensive detection, which is crucial in scenarios requiring high sensitivity. 

The results validate the effectiveness of ensemble learning in leveraging the complementary strengths of 

RNN, LSTM, and GRU models. By integrating these architectures, the ensemble achieves the highest 

performance across all metrics, demonstrating its potential as a robust and reliable solution for the given task 

as shown in Figure 6.  

 

4.3.  Amparative analysis 

CoThe results clearly indicate that our study's methodologies (LSTM and ensemble learning) 

outperform the approach proposed by Osman et al. [19]. This improvement is likely due to the ability of our 

models to better capture complex patterns in the QDAT dataset, particularly when addressing temporal and 

non-linear relationships inherent in audio data. The highest accuracy achieved by the ensemble learning 

method underscores its potential as a superior approach for tasks involving the QDAT dataset as shown Table 4. 
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These findings highlight the importance of selecting advanced techniques tailored to the dataset's 

characteristics to improve predictive performance in audio-based evaluations. 

 

 

 
 

Figure 6. Confusion matrix of our model 

 

 

Table 4. Summary of performance comparison only QDat dataset 
Study Methodology Dataset Accuracy (%) 

[19] Gradient boosting QDAT 82.09 

Our Study LSTM QDAT 84.3 

Our Study Ensemble learning QDAT 88.57 

 

 

5. CONCLUSION 

This study demonstrates the potential of ensemble learning in Qur’anic recitation analysis, 

surpassing individual deep learning models such as GRU, LSTM, and CNN in terms of accuracy (88.57%), 

recall (90.56%), and precision (94.11%). The proposed ensemble approach effectively integrates the 

strengths of different architectures, balancing efficiency, long-term dependency capture, and intricate pattern 

recognition. Beyond achieving superior classification performance, this work highlights the ability of 

ensemble techniques to model complex temporal and phonetic structures within the QDAT dataset, setting a 

new benchmark for automated Tajweed rule evaluation. More importantly, this research underscores the 

broader implications of ensemble learning in audio-based applications, suggesting its adaptability to various 

speech processing tasks beyond Qur’anic recitation.  

For future work, we aim to enhance the interpretability of our model by integrating attention 

mechanisms, allowing it to focus on critical phonetic features within Qur'anic recitation. This will help 

improve the system’s ability to capture subtle pronunciation variations and Tajweed rules. Additionally, we 

plan to develop a benchmarking framework to systematically evaluate model performance on unseen 

Qur'anic verses, ensuring robustness across different reciters and recitation styles. To enhance generalization 

and reduce dependence on annotated datasets, we will explore self-supervised learning techniques that 

leverage large-scale unlabeled data. Furthermore, we intend to optimize inference speed and computational 

efficiency, making the model suitable for real-time recitation assessment. These advancements will 

contribute to the development of more precise, adaptive, and intelligent recitation analysis tools, supporting 

both educational and preservation efforts in Qur'anic studies. 
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