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 News articles with fake, toxic or reactionary content are currently posted and 

spreaded very strongly due to the popularity of the Internet and especially 

the explosion of social networks and online services in cyberspace. Toxic 

news, especially reactionary news aimed at Vietnam, such as online articles 

spreading false information, slandering leaders, inciting destruction of the 

great national unity bloc, have a great impact on social life because they can 

spread quickly and have many forms of expression, such as news in the 

forms of text, images, videos, or a combination of text and images. Due to 

the seriousness of articles posting fake, toxic or reactionary news in 

cyberspace, there have been a number of studies in Vietnam and abroad for 

detection and prevention. However, most of the proposals focus on handling 

fake and toxic news posted using the English language. Furthermore, due to 

a large number of online news are posted in the form of images, or text 

embedded in images and videos, it is very difficult to process these news, 

leading to a relatively low detection rate. This paper proposes a multimodal 

model based on the combination of PhoBERT and Swin Transformer V2 for 

detecting fake and toxic news in both forms of text and images. 

Comprehensive experiments conducted on a dataset of 8,000 text and image 

news articles demonstrate that the proposed multimodal model surpasses 

both individual models and previous approaches, achieving 95% accuracy 

and 95% F1-score. 
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1. INTRODUCTION 

The popularity of the Internet has made communication and information exchange more convenient 

and easier than ever. News and posts from users of social networks and online services can spread at 

breakneck speed in cyberspace. However, the rapid spread of user news and posts without adequate control 

brings great challenges, especially the problem of fake, toxic and reactionary news and posts. Specifically, 

these news and posts spread false information, slander political leaders, and even incite destruction of the 

great national unity bloc. These sabotage activities could lead to social instability and affect the national 

security. According to [1], more than 130,000 distorted articles and videos are spreaded on social networks 

and other platforms on the Internet each month on average in 2021, of which fake and toxic news and posts 

account for over 50%. Accordingly, there were more than 80,000 articles spreaded on Facebook, accounting 

for 67% and about 40,000 articles and videos posted on YouTube social network channels, personal blogs or 

other news sites. Taking advantage of the Internet and especially social networks, hostile forces have set up 

https://creativecommons.org/licenses/by-sa/4.0/
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thousands of news sites, blogs, hundreds of newspapers, publishers and radio and television stations with 

Vietnamese programs to distort and slander the communist party and the socialist regime in Vietnam. In this 

paper, we refer fake, toxic and reactionary news and posts as ‘toxic news’ for consistent references.  

Research by Cao et al. [2] shows that posts with videos or images receive 18% more clicks, 89% 

more likes, and 150% more shares than posts without videos or images. To attract viewers, toxic news posted 

often have provocative, sensational content, stimulating viewers' curiosity. According to vtv.vn news site, on 

June 11, 2023, a serious terrorist attack occurred in Dak Lak province, Vietnam, killing 9 people, injuring 2 

people, and burning down the government headquarters and many equipment of two communes. The 

underlying cause was that people believed in reactionary, anti-government news and posts from hostile forces 

abroad. This is a testament to the negative effects of news and posts with fake, toxic and reactionary content. 

Therefore, researching and detecting these toxic news on cyberspace, especially on social networks, is an 

urgent and practical task today. 

Due to the seriousness of toxic news on cyberspace, there have been a number of studies on 

detection and prevention of this form of news, such as [3]-[13]. However, most studies focus on handling 

toxic news posted using the English language. Furthermore, due to a large number of news is being posted in 

the form of images, or text embedded in images, videos, or a combination of text and image content, it is 

highly difficult to process them, leading to a relatively low detection rate and a high false alarm rate. This 

paper proposes a multimodal model for detecting Vietnamese toxic news based on the combination of the 

PhoBERT model [14] and the Swin Transformer V2 model [15] to effectively handle two common forms of 

toxic news, including news in the form of text and images. The proposed model is able to distinguish toxic 

news from normal news better by using the PhoBERT model for recognizing text features and the Swin 

Transformer V2 model for recognizing image features in news. This paper’s major contributions are: 

− Proposing a model to detect toxic news in Vietnamese based on the combination of PhoBERT model 

and Swin Transformer V2 model; 

− Collecting a dataset of Vietnamese toxic news, testing and evaluating the proposed model for detecting 

toxic news in Vietnamese. 

The remainder of the paper is structured as follows: section 2 reviews related work in text and image 

news classification. Section 3 introduces various deep and transfer learning models, along with the proposed 

multimodal model. Section 4 provides the experimental scenarios, results and discussion. Finally, section 5 

presents the paper’s conclusion. 

 

 

2. RELATED WORKS 

This section introduces some closely related studies to the proposed model for detecting toxic news in 

the paper, including Nguyen and Gokhale [3], Uppada et al. [4], Armin et al. [5], Wu et al. [6] and Kiela et al. 

[16]. Among them, Nguyen and Gokhale [3] developed a model to identify anti-government sentiment on 

Twitter in English during politically driven anti-lockdown protests in Michigan's capital, USA. The model 

uses n-grams and term frequency–inverse document frequency (TF-IDF) techniques to extract and calculate 

values for features from news posts. The authors used algorithms such as random forests, support vector 

machine (SVM), logistic regression, distilled bidirectional encoder representations from transformers 

(DistilBERT) [17], multi-layer perceptron (MLP) to build the classifiers. The classifiers can effectively 

detect anti-government posts with an accuracy of about 85% and an F1-measure of about 82%. The drawback 

of this model is that it can only handle text posts and not image posts. In addition, the model was developed 

for processing English posts and is limited to the specific context of anti-lockdown protests in Michigan. This 

means that the model's classification performance may decrease when applying to posts or news in other 

languages or in other contexts. 

In another approach, Uppada et al. [4] proposed a model that allows to identify articles with fake 

content. This model uses article data excerpt from Fakeddit English language dataset [7], which has over  

1 million news samples containing metadata, text, image and title data collected from various sources. The 

paper uses a combined model of a component for text content processing and another component for image 

content processing in the articles. Specifically, BERT+Dense and RoBERTa+Dense are used for text content 

processing, while Xception [18], [19], Inception-ResNet-V2 [20], ResNet50 [21] and VGG19 [22] deep 

learning techniques are used for image content processing. The experimental results show that the model with 

the best detection performance is the combined model of Xception and BERT+Dense, with the accuracy of 

91.94%, precision of 93.43%, recall of 93.07% and F1-score of 93%. The limitation of the model is that it is 

only trained on English language data, so the detection performance may decrease when applying to 

processing articles in other languages, especially Vietnamese. 

Armin et al. [5] presented a multimodal model for detecting misinformation on social media using 

various data types of text, images, image comments and metadata in English language. The model’s overall 

detection results are combined from results of individual detection on each data type using methods such as 
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sum, concatenate and maximum. Experiments confirm that the multimodal model produces 88% accuracy in 

the training phase and 88.1% in the testing phase using the combination of image and image comment data. 

In addition, the model achieves better detection results when using all types of data, including text, images, 

image comments and metadata of social media posts. However, similar to Uppada et al. [4], the proposed 

method is only trained on English language data, so the detection performance may decrease when applying 

to processing news and posts in other languages, such as Vietnamese. 

Wu et al. [6] developed a multimodal fusion network model based on co-attention to detect fake 

news. This paper uses the BERT model for text processing and the visual geometry group-19 (VGG19) 

model for image processing. They use data collected from Twitter and Weibo, combining text features and 

image spatial and frequency features to detect fake news posts. The advantage of this model is its high 

detection performance, achieving 80.9% accuracy on the Twitter dataset and 89.9% on the Weibo dataset. 

However, the proposed model is only trained on English and Chinese language data, limiting its applicability 

to processing articles in other languages, such as Vietnamese. In addition, this model does not provide details 

on how to process each type of data and the co-attention mechanism, making it difficult to reproduce the 

model. 

Kiela et al. [16] studied large-scale, high-speed multimodal model for news classification. The 

model is capable of handling multiple representations of news, such as discrete-mode with text, and 

continuous-mode with images derived from convolutional neural networks. In particular, the model focuses 

on scenarios that require rapid classification of large amounts of data. The authors also studied various 

methods for performing multimodal fusion and analyzed their trade-offs in terms of classification accuracy 

and computational efficiency. The results indicate that including continuous information improves 

performance over text alone on a variety of multimodal classification tasks, even with simple fusion methods. 

Research on multimodal news classification has opened up a promising direction for solving the problem of 

detecting fake and toxic news articles in cyberspace, because news articles are often posted in many 

expression forms, such as text, images, videos and using many different languages. 

Thus, it can be seen that most of fake and toxic news detection models were developed for English, 

and therefore their direct application to Vietnamese news articles is fairly limited. Furthermore, the sufficient 

large datasets of Vietnamese news articles are not available, or not public. In addition, the detection accuracy 

of some proposals for toxic news detection is not high, such as of [3], [5], and [6]. This paper proposes a 

multimodal model aiming at improving the performance of detecting toxic news in Vietnamese based on the 

combination of PhoBERT and Swin Transformer V2 models. 

 

 

3. PROPOSED MULTIMODAL MODEL FOR DETECTING TOXIC NEWS 

3.1.  Overview of deep and transfer learning models 

This section introduces some deep and transfer learning models used in previous and proposed 

multimodal models for toxic news detection. These deep learning multimodal models use a combination of 

text and image processing components in an integrated model. The text processing component is used to 

extract text features of news’ text content while the image processing component is to extract image features 

of news’ images. Then the text features and image features are combined to make the complete feature set for 

the next processing stages in the integrated model. Pre-trained models, such as BERT [23], [24], RoBERTa 

[25] and PhoBERT [14] are usually used in the text processing component while deep learning models, such 

as Xception [18], [19], VGG19 [22], Swin Transformer V2 [15] are used in the image processing component. 

Next part of this section will give a brief description of these deep and transfer learning models. 

 

3.1.1. BERT 

BERT [23], [24] is a large-scale language model designed to comprehend and process text by 

capturing the context of each word within a sentence. Widely used in natural language processing (NLP), 

BERT excels in understanding word context, enabling more accurate text analysis. It delivers strong 

performance in various NLP tasks, including information extraction, text classification and machine 

translation. Trained on an extensive dataset, BERT can efficiently handle diverse types of text. However, as a 

large language model, it demands significant computational resources for both training and classification. 

Additionally, fine-tuning BERT for specific tasks can be complex and time-consuming. 

 

3.1.2. RoBERTa 

RoBERTa [25] is an improved version of the BERT model, created by researchers at Facebook AI. 

Similar to BERT, RoBERTa is a transformer-based language model that leverages self-attention to analyses 

input sequences and generate contextualized word representations. A major distinction between BERT and 

RoBERTa is that RoBERTa was trained on a substantially larger dataset with a more refined training process. 
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Furthermore, it utilizes a dynamic masking strategy during training, enabling the model to develop more 

robust and generalizable word representations. 

RoBERTa has proved exceptional performance compared to BERT and other cutting-edge models 

across various NLP tasks, such as text classification, question answering and language translation. 

Additionally, it has been used as a foundational model for various successful NLP models and is widely 

adopted in both research and industry applications. Similar to BERT, RoBERTa is a large language model, so 

it requires a high level of computational resources for training and classification. In addition, tuning 

RoBERTa for specific tasks can be complicated and time-consuming. 

 

3.1.3. PhoBERT 

PhoBERT [14] is a large-scale language model built on the BERT architecture and trained 

specifically on a Vietnamese dataset. PhoBERT is designed to understand and process Vietnamese text 

efficiently, helping to improve the accuracy of NLP applications for Vietnamese. The advantage of 

PhoBERT is that it is trained on a huge and diverse Vietnamese dataset, helping it understand the context and 

linguistic nuances of Vietnamese accurately. PhoBERT achieves robust performance across various 

Vietnamese NLP tasks, including text classification, information extraction, and machine translation. Similar 

to BERT, PhoBERT is a large language model, so it requires a high level of computational resources for 

training and classification. In addition, tuning PhoBERT for specific tasks can be complicated and time-

consuming. 

 

3.1.4. Xception 

Xception [18], [19] is a convolutional neural network (CNN) architecture developed from the 

Inception V3 architecture, dedicated to image processing. It is an advanced model trained on a large image 

dataset, allowing for efficient recognition and classification of objects in images. Xception provides 

outstanding performance in image classification with high accuracy across a variety of datasets. It also has 

good generalization ability due to being trained on a large and diverse dataset. Xception is capable of 

accurately recognizing and classifying new objects that have never existed in the training dataset. Overall, the 

optimized architecture of Xception allows it to process images quickly and efficiently. The downside of 

Xception is that the architecture is complex, requiring a large amount of computational resources for the 

training and classification phases. In addition, Xception is also difficult to customize, therefore adjusting the 

Xception architecture to suit specific tasks can be complex and time-consuming. 

 

3.1.5. Swin Transformer V2 

Swin Transformer V2 [15] is an improved variant of the transformer model, which is specially 

designed for image processing. This model inherits the advantages of the previous version, while overcoming 

some limitations in performance and scalability. Swin Transformer V2 achieves better performance than the 

previous version in image classification, especially in processing high-resolution images. Swin Transformer 

V2 also has the ability to effectively process large-sized images, the ability to learn complex image features 

effectively, helping it achieve higher classification accuracy. The disadvantage of this model is that it 

requires more computational resources than traditional image processing models. In addition, optimization of 

Swin Transformer V2 to achieve optimal classification performance can be complex and time-consuming. 

 

3.1.6. VGG19 

VGG19 [22] is a deep CNN architecture with 19 layers, including 16 convolutional layers and 3 

fully connected layers. The highlight of VGG19 is its simple structure, using small 3x3 filters, which helps 

extract features efficiently from low to high levels. Thanks to its uniform structure, VGG19 is easy to deploy 

and apply to many computer vision tasks, and achieves high performance on large datasets. However, 

VGG19 has the disadvantage of a large number of parameters (about 143 million), requiring a high level of 

computational resources, slowing down the training and inference process. The deep architecture is also 

prone to gradient vanishing, requiring special techniques to handle. Nevertheless, VGG19 is still an 

important pre-trained model, widely used as a foundation for many different applications thanks to its good 

feature learning ability and easy-to-understand structure. 

 

3.2. The proposed model for detecting toxic news 

3.2.1. Overview of the proposed model 

The architecture of the proposed multimodal model for detecting toxic news is depicted in Figure 1. 

The proposed model uses a dataset of normal news and toxic news. Each type of news includes two forms: 

news presented in text form and news presented in image form. With image form, the text content of the 

news is integrated into the images. The proposed model is deployed in two phases: the training phase is 

shown in Figure 1(a) and the prediction phase in Figure 1(b). In the training phase, the processing flow of the 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 39, No. 2, August 2025: 1350-1359 

1354 

model is divided into two branches: the left branch uses the Swin Transformer V2 model to process news in 

image form and the right branch uses the PhoBERT model to process news in text form. The proposed model 

uses all layers of the fine-tuned PhoBERT and Swin Transformer V2 models, except for the final 

classification layers. The results of the two branches will be combined to produce a unified feature vector. 

The merged feature vector is fed into training to generate a prediction model. In the prediction phase, image 

and text news are pre-processed similarly during training to generate the merged feature vector and this 

vector is classified using the prediction model to produce the resulting label of the news as normal or toxic. 

 

 

 
(a) (b) 

 

Figure 1. The architecture of the proposed multimodal model (a) the training phase and (b) the prediction 

phase 

 

 

3.2.2. Data pre-processing 

Data pre-processing is a crucial step in data processing, including both text-based and image-based 

news. With text-based news, especially when working with text automatically collected from the Internet, 

which often contains many unwanted characters and is in a non-uniform format. The first pre-processing 

steps include: text normalization, such as converting all letters to the same font, and removing strange 

characters. Next, remove unnecessary abbreviations, punctuation, and links. These characters often do not 

provide useful information for text analysis and can cause noise for machine learning models. The next 

important step in pre-processing is word segmentation, which is dividing the text into separate words to 

prepare for the next processing steps. The word segmentation process helps create suitable inputs for machine 

learning models, making it easier for them to analyze and understand the text content. Finally, the text data is 

padded to create fixed-length text strings that serve as input for training. For image news, the images are 

resized to 192×192 pixels before being fed into training. 
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3.2.3. Model training 

The training process of the proposed multimodal model, as illustrated in Figure 1, consists of the 

following steps: 

− Step 1 (S1): the news are preprocessed as described in section 3.2.2. 

− Step 2 (S2): the preprocessed text news are fed into the PhoBERT model for processing and the outputs 

are vectors of 768 features. The preprocessed image news are fed into the Swin Transformer V2 model 

for processing and the outputs are vectors of 1,024 features. 

− Step 3 (S3): combine each output vector of PhoBERT and each output vector of Swin Transformer V2 

using the concatenate method, resulting in a synthetic vector of 1,792 features. 

− Step 4 (S4): the 1792-feature synthetic vectors are used to train a classifier (Model) using a fully 

connected neural network with a hidden layer, 1 neuron in the classification layer with a sigmoid 

activation function. For model validation, the synthetic vectors are fed into the classifier or model to 

predict the label of normal or toxic news. 

During the training process, the weights of the layers in both PhoBERT and Swin Transformer V2 

branches are locked. This means that the weights learned in the previous training phase of these models will 

not change during the training of the multimodal model. The Adam optimization algorithm with a binary 

cross-entropy loss function is used and the training batch size is 32. Using the PhoBERT and Swin 

Transformer V2 models in the multimodal ensemble model offers many advantages over using each model 

individually. The multimodal model can effectively classify normal/toxic news thanks to its ability to 

combine the advantages of individual models, especially in complex data cases including news presented in 

both text and image formats. 

 

3.2.4. Model prediction 

In the prediction phase, the image and text news are preprocessed similarly during the training 

process in steps 1 to 3 to generate a combined 1792-feature vector. In step 4, the combined feature vector is 

classified using the prediction model (Model) to produce the result as a label of the news as normal or toxic. 

 

3.2.5. Performance metrics 

The proposed model’s detection performance is measured using 4 metrics, including precision 

(PPV), recall (TPR), F1-score (F1), and accuracy (ACC). These metrics are computed using following 

formulas:  

 

𝑃𝑃𝑉 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (1) 

 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (2) 

 

𝐹1 =
2𝑇𝑃

2𝑇𝑃+𝐹𝑃+𝐹𝑁
 (3) 

 

𝐴𝐶𝐶 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
 (4) 

 

where, TP, TN, FP and FN are parameters of the confusion matrix presented in Table 1. 
 

 

Table 1. The confusion matrix and its TP, TN, FP and FN parameters 
  Real class 

  Toxic Normal 

Predicted 
Class 

Toxic True Positives - TP False Positives – FP 
Normal False Negatives - FN True Negatives - TN 

 

 

4. EXPERIMENTS AND RESULTS 

4.1.  Collection of the experimental dataset 

We have collected a dataset of news articles from social networks, forums and news sites for our 

experiments. The collected dataset consists of 8,000 Vietnamese news used to train and test the proposed 

multimodal model for detecting toxic news, including: 

− News with toxic content include 2,000 articles in text form and 2,000 articles in image form collected 

from many different sources, such as on overseas forums, fanpages of social networks. News articles in 

this group are labelled ‘Toxic’; 
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− News with normal content consist of 2,000 articles in text form and 2,000 articles in image form 

collected from news sites and forums. News articles in this group are labelled ‘Normal’. 

 

4.2.  Experimental results 

To measure the performance of different combinations of text and image processing components in 

multimodal models, the following combination options have been selected: 

− The proposed model: Swin Transformer V2 and PhoBERT 

− Other multimodal models: Xception and PhoBERT, VGG19 and PhoBERT, Swin Transformer V2 and 

BERT, Xception and BERT, VGG19 and BERT, VGG19 and RoBERTa, Swin Transformer V2 and 

RoBERTa, Xception and RoBERTa. 

The collected dataset is randomly split into three sections: 60% for training, 20% for validation, and 20% for 

testing, enabling performance evaluation of the proposed model alongside other multimodal models. Table 2 

gives the detection performance of proposed model and other multimodal models using text and image 

features. 
 

 

Table 2. Performance of the proposed model and other multimodal models 
Multimodal models Features ACC (%) PPV (%) TPR (%) F1 (%) 

Swin Transformer V2 and PhoBERT Text+Image 95.0 95.0 95.0 95.0 
Xception and PhoBERT Text+Image 93.0 93.0 93.5 93.0 
VGG19 and PhoBERT Text+Image 94.0 93.0 93.0 94.0 

Swin Transformer V2 and BERT Text+Image 90.0 85.0 89.5 89.5 
Xception and BERT Text+Image 86.0 85.5 86.0 86.0 
VGG19 and BERT Text+Image 88.0 87.5 87.0 87.0 

VGG19 and RoBERTa Text+Image 78.0 78.0 78.0 78.0 
Swin Transformer V2 and RoBERTa Text+Image 86.0 86.5 86.5 86.5 

Xception and RoBERTa Text+Image 81.0 81.5 82.0 81.5 

 

 

4.3.  Discussion 

From the experimental results given in Table 2, some comments can be made: 

− The combined models using PhoBERT (Xception+PhoBERT, VGG19+PhoBERT) give significantly 

better detection performance than other combined models. This can also be seen that PhoBERT gives 

significantly better detection performance than BERT, RoBERTa because PhoBERT is pre-trained on a 

large Vietnamese dataset, therefore it is capable of processing Vietnamese news more effectively. 

− Although the combined models using BERT/RoBERTa have lower detection performance than 

PhoBERT, the performance measurements are still pretty good. This is because news in the form of 

images often have more noise, containing less information than news in the form of text.  

− In addition, it can also be seen that the combined models based on Swin Transformer V2 gives 

significantly better detection performance than those based on Xception and VGG19, because the Swin 

Transformer V2 model has the ability to process text data embedded in images better than the Xception 

and VGG19. 

− The proposed multimodal model based on PhoBERT and Swin Transformer V2 uses text and image 

features produces superior detection performance compared to other multimodal models. Specifically, 

the performance metrics of the proposed combination model are accuracy (ACC) of 95%, precision 

(PPV) of 95%, recall (TPR) of 95%, and F1-score (F1) of 95%, which are much higher than the 

performance metrics of models based on other combinations. 

Table 3 provides a comparison of the detection performance of the proposed multimodal model and 

related researches [4]. It is evident that the proposed multimodal model has significantly higher detection 

performance than the two proposed multimodal models in [4], including BERT+Xception (concatenate) and 

BERT+Xception (maximum). Specifically, the F1 measure of the proposed model based on PhoBERT+Swin 

Transformer V2 and the models based on BERT+Xception (concatenate) and BERT+Xception (maximum) 

[4] are 95% and 93.25% and 93.29%, respectively. 

The detection performance of the proposed multimodal model is better than that of related research 

models because of the following two reasons: (i) the PhoBERT model has the ability to process Vietnamese 

data much better than the BERT, RoBERT models, and the Swin Transformer V2 model also has the ability 

to process text data embedded in images better than the Xception, VGG19 models. Therefore, the selection of 

PhoBERT and Swin Transformer V2 for the proposed combined model is appropriate, and (ii) choosing to 

combine the PhoBERT model with the Swin Transformer V2 model exploits the strengths of both individual 

models, helping to increase the ability to recognize features both on text and on image news, thereby being 

able to better distinguish between toxic news and normal news. 
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Table 3. Performance comparison of proposed model and previous models 
Multimodal models Features ACC (%) PPV (%) TPR (%) F1 (%) 

BERT+Xception (concatenate) [4] Text+Image 91.70 93.39 93.29 93.25 
BERT+Xception (maximum) [4] Text+Image 91.68 93.76 92.83 93.29 

PhoBERT+Swin Transformer V2 Text+Image 95.00 95.00 95.00 95.00 

 

 

5. CONCLUSION 

This paper proposes a multimodal model based on the combination of the PhoBERT model and the 

Swin Transformer V2 model using features extracted from text news and image news. Experimental results 

on a Vietnamese news dataset, including 2,000 toxic news in text form, 2,000 toxic news in image form, 

2,000 normal news in text form and 2,000 normal news in image form, confirm that the proposed combined 

model produces superior detection metrics compared to other combination models and existing multimodal 

models.  

In the future, we will continue to research in the field of analysis and detection of toxic news, by 

adding new features into the proposed model in order to (i) continue to improve the detection accuracy and 

reduce the false alarm rate, and (ii) reduce the requirements of computational resources in training and 

especially in the detection of toxic news to improve the applicability in practice. 
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