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 Recently, panic detection has become essential in security, healthcare, and 

human-computer interaction. Automatic panic detection (APD) systems are 

designed to monitor physiological signals and behavioral patterns in real-

time to detect stress responses. APD is increasingly adopted across many 

sectors, including disaster preparedness, COVID-19, and terror attacks. 

Their integration with various applications reduces human efforts and saves 

costs. However, most studies rely on existing models with fewer new ones 

or techniques. This study proposes a vision-based panic detection model 

using MobileNet, ResNet, and convolutional neural network (CNN). The 

FER2013 dataset is used for the model training and testing. The results 

indicate that MobileNet is the most effective model for image-based panic 

detection across ten folds with an accuracy of 90%, recall of 96.9%, and 

mean accuracy of 0.032. MobileNet also showed a mean absolute error 

(MAE) between 0.02 and 0.04. This study has been to confirm MobileNet's 

suitability for image-based panic detection. The findings contribute to 

developing more reliable and accurate image-based panic detection systems 

in real-world applications. It offers valuable insights and lays the 

groundwork for future deep-leaning-based panic detection studies. 
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1. INTRODUCTION 

In an increasingly complex world, emotional state detection has gained significant attention in 

security, healthcare, and human-computer interaction. Automatic panic detection (APD) is increasingly 

adopted across many sectors [1]. ADP systems are designed to monitor physiological signals and behavioral 

patterns in real-time to detect stress responses [2]. They leverage artificial intelligence and machine learning 

to identify panic or anxieties in individuals [3], [4]. ADP has become critical to disaster preparedness. 

Additionally, the models have become essential in recent years due to crises such as COVID or terror attacks. 

They are integrated into social media, surveillance systems, and various applications to reduce human effort 

and save the technology adaptation cost [5].  

Image-based sentiment detection has become crucial considering the shift towards more visual 

expressions in online communication. In emotional recognition systems, panic detection enhances timely 

intervention in critical situations like responding to human emotions [6]. It is integral to many applications, 

https://creativecommons.org/licenses/by-sa/4.0/
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such as surveillance and security. Facial expression recognition 2013 [7] dataset is widely used in computer 

vision and machine learning for tasks related to facial expression recognition [8]. Researchers at the 

University of Toronto developed it, comprising 35,887 grayscale images measuring 48x48 pixels [9]. The 

images are categorized into seven emotion classes: anger, disgust, fear, happiness, sadness, surprise, and 

neutral [8]. The dataset features posed and spontaneous expressions from diverse public platforms like 

internet images, movies, and TV series. The 28,709 images are split into public and private test sets, each 

comprising 3,589 images [9]. Moreover, FER2013 [7] distributes images across emotion categories, enabling 

robust training and evaluation of facial expression recognition models.  

Despite its applicability, FER2013 has some limitations. The images have low resolution and 

grayscale, which limits their ability to capture the full complexity of real-world facial expressions [7]. Hence, 

researchers integrated FER2013 with machine learning algorithms and deep learning architectures to 

recognize facial expressions in images accurately. Hence, this study applied MobileNet, ResNet, and 

convolutional neural network (CNN) to a vision-based panic detection model for facial recognition. It 

explores how pictures and visuals shared on social media platforms contribute to the overall sentiment. These 

findings aim to uncover new perspectives, address challenges, and enhance understanding of sentiments 

within panic detection systems. 

 

 

2. EXISTING LITERATURE 

Emotion recognition and crowd behavior analysis are essential research areas due to their wide 

applications, including safety systems, public surveillance, smart homes, and healthcare. Spatio-temporal 

feature extraction for video emotion recognition applies five datasets to improve the process [10]. It 

integrates body gestures and facial expressions for emotion recognition. Although this method is adaptable, 

its limited datasets affect its duplicability. Driver facial expression recognition (DFER) techniques are a 

hybrid method that monitors drivers' emotions in real-time [11]. DFER utilizes VGGNET and optical flow 

reconstruction to address occlusions and lighting changes. 

Furthermore, the technology uses extended Cohn Kanade (CK+) and KMU facial expression 

database (KMU-FED) datasets to improve driver safety [12]. It can detect fatigue, distraction, and aggressive 

or emotional driving. However, the system is limited by complexity and computational resources. 

Additionally, it has data privacy and security concerns and does not account for emotions represented in 

different cultures.  

Driver panic detection using EEG signals simulates a driving environment to detect the various 

emotional states of a driver, which may affect their driving. Despite achieving a binary classification 

accuracy of 91.5%, it is yet to be tested in real-world situations. DL-based object detection in crowd analysis 

is a CNN-based method for crowd analysis. It is useful in crowded environments. Meanwhile, multimodal 

emotion recognition (MER) systems use deep learning architectures and information fusion techniques to 

analyze multiple input data or modalities [13]. It examines facial expressions, eye movements, physiological 

signals, posture, and gestures to understand a person’s emotional state [14]. The system uses multiple data 

sources to increase its accuracy (over 91%); however, it has yet to be tested with real-world datasets. 

Similarly, crowd behavior analysis focuses on anomalies and analyses crowd behavior using deep 

learning-based anomaly detection [15]. On the other hand, real-time facial emotion-based security for smart 

homes is used for detection in smart home security systems [16]. Facial expression recognition with big data 

technology uses integral graph methods, weak classifiers, and dynamic sequence models [17], [18]. 

Nevertheless, the system is limited to smart homes. 

The literature shows advancements in emotion recognition using deep learning techniques. Table 1 

(in Appendix) demonstrates different techniques applied in emotion and crown recognition. Many studies 

review existing methods rather than introduce new models or techniques [19]-[23]. Therefore, multimodal 

data integration is needed to improve emotion recognition in real-world environments and determine the most 

appropriate model. 

 

 

3. METHOD 

The training, testing, and validation of datasets are done to ensure the proper format of the images is 

used in the dataset for model prediction. Three proposed models, MobileNet, ResNet, and CNN, were used in 

this study to determine the results using 10-fold cross-validation. The FER2013 dataset is used for the model 

training and testing.  

The three models' accuracy, mean accuracy, recall, and average mean absolute error (MAE) are 

assessed. Accuracy measures the overall percentage of correct predictions. A higher accuracy indicates that 

the model effectively identifies instances of panic and non-panic states. Recall measures the ability of the 
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model to identify true positive cases (actual instances of panic) out of all actual positive instances. High 

recall is significant in panic detection, as missing a panic instance could have critical consequences. MAE 

measures the average magnitude of the errors between the model's predictions and the actual values without 

considering their direction (whether the error is positive or negative). In this study, MAE provides insight 

into how far off the model's predictions are from the true values, on average. A lower MAE indicates better 

model performance, indicating that its predictions are closer to the actual values. 

 

3.1.  MobileNet 

MobileNet is CNN designed for mobile and embedded vision applications [24]. The algorithm can 

effectively be adapted for emotional face recognition tasks based on several processes [25]. The dataset for 

facial images has various emotional expressions for diversity and is pre-processed [26]. The images are 

resized to fit the MobileNet model dimensions. The MobileNet model is pre-trained on a large-scale dataset 

like ImageNet. The parameters of the early layers of the model are locked to prevent changes during training. 

Furthermore, the output is adjusted to house the emotions like happiness, sadness, anger, surprise, fear, and 

disgust. When training the MobileNet model, mini-batch gradient descent and learning rate schedules 

optimize performance and prevent overfitting. The model's performance and effectiveness are evaluated 

using accuracy, precision, recall, and F1-score. Moreover, the model's hyperparameters and architecture are 

fine-tuned based on evaluation results and experiments with data augmentation techniques to increase 

robustness. The steps involved in MobileNet are highlighted in Figure 1. 
 

 

 
 

Figure 1. The process of mobilenet's working mechanism 
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3.2.  Residual network 

Residual network (ResNet) is based on CNN architecture to address the problem of vanishing 

gradients in very deep networks [27]. Diminishing gradient diminishes can result in performance stagnation 

or decline [28]. It is a groundbreaking computer vision model that accommodates several convolutional 

layers. The algorithm leverages previous layer activations and consolidates the network into fewer layers. 

The ResNet models skip two or three layers in succession by integrating nonlinearity and batch normalization 

[29]. While retraining, the network expands, and the residual parts and skipped layers further explore the 

feature space of input images. The number of layers to skip is determined by skip weights. Additionally, the 

residual block is a critical component of ResNet. They are designed for efficient training and improved 

performance. In addition, the algorithm adds an intermediate input to the output of convolution blocks 

(output = F(x) + x), where x represents the input to the residual block and the output from the previous layer. 

F(x) is the multiple convolutional blocks. Furthermore, ResNet has scalability to 50, 100, or 150 layers 

without computational burden by smoothing out gradient flow during backpropagation [30]. The ResNet 

process is depicted in Figure 2. 

 

 

 
 

Figure 2. ResNet's working mechanism process 

 

 

3.3.  Convolutional neural networks 

CNNs are deep learning algorithms tailored to process input images by convolving them with filters 

or kernels [31]. This algorithm extracts pertinent features [31]. CNNs are an evolved iteration of artificial 

neural networks (ANNs) employed for feature extraction from matrix-based datasets [32]. They are essential 

in visual datasets such as images or videos where discerning data patterns is essential [33]. Within CNNs, 

convolution layers, including learnable filters or kernels, are characterized by diminutive dimensions like the 

input volume's depth, typically 3 for image input. When an image (N*N) encounters a filter (f*f) through 

convolution, the operation identifies consistent features across the entire image. Subsequently, the window 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

Panic detection through facial recognition paradigm using deep learning tools (Sameerah Faris Khlebus) 

1005 

slides iteratively learn features to produce the feature maps. These maps contain the local receptive field of 

the image and operate under the principle of shared weights. For instance, when applying convolution to an 

image with dimensions (34*34*3), filters can assume dimensions of a*a*3, where (a) represents values like 

3, 5, or 7. The values are usually smaller than the image's dimensions.  

In the forward pass, each filter navigates the entire input volume incrementally with values like 2, 3, 

or 4 for a high-dimensional, stride image [34]. It computes the dot product between kernel weights and input 

volume patches. As filters navigate, they produce 2-dimensional (2D) outputs, which are stacked to form an 

output volume mirroring the number of filters employed [35]. As in Figure 3, the network acquires 

knowledge of all filters to optimize its features within the input data through the iterative process. 

 

 

 
 

Figure 3. CNN working mechanism process 

 

 

4. FINDINGS 

The accuracy of the three proposed models, MobileNet, ResNet, and CNN, is determined using 10-

fold cross-validation. The three models' accuracy, mean accuracy, recall, and average MAE are recorded. The 

results in Table 2 are derived from the three models. Interestingly, Table 2 shows that MobileNet consistently 

achieved the highest accuracy of about 99% across all validation folds. This finding aligns with previous 

studies [25], [36], [37]. The finding highlights MobileNet's reliability and robustness, especially in tasks 

where high accuracy is crucial. ResNet’s performance is slightly lower but still robust, with a 94% accuracy. 
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Meanwhile, CNN has the lowest accuracy, suggesting better models for this task may exist. 

However, CNN models are typically more straightforward and faster to train. Hence, they could be more 

useful in situations that require greater computational efficiency or deployment speed. Hence, the outcome 

confirms that MobileNet is more consistent across all validation folds. 

 

 

Table 2. Accuracy measure of the image-based panic detection 
Model Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9 Fold 10 

MobileNet 0.97 0.98 0.97 0.98 0.98 0.99 0.98 0.98 0.97 0.98 
ResNet 0.92 0.93 0.92 0.94 0.93 0.93 0.94 0.93 0.92 0.93 

CNN 0.89 0.90 0.88 0.91 0.90 0.91 0.92 0.90 0.89 0.90 

 

 

The average accuracy of the proposed algorithms is shown in Table 3. Table 3 revealed that the 

MobileNet model outperformed the other models with an accuracy of 98%. This also accords with our earlier 

observations, which showed that the MobileNet model has a higher accuracy [36]-[38]. This indicates that 

MobileNet is highly effective at detecting panic through image-based inputs. Thus, MobileNet can reliably 

distinguish panic-related patterns in images with minimal error. Its performance demonstrates suitability for 

critical applications like real-time panic detection systems in public spaces or healthcare settings requiring 

high precision. For instance, detecting panic early through video surveillance is critical in airport security or 

crowd control at festivals or national events. MobileNet’s high accuracy ensures fewer false alarms and more 

reliable results [39]. In such environments, decision-making needs to be quick and precise. 

 

 

Table 3. The mean accuracy measure of the image-based panic detection 
Model Average accuracy (%) 

MobileNet 0.980 

ResNet 0.930 

CNN 0.900 

 

 

ResNet had an accuracy of 93%, while CNN had 90 %. Although ResNet might be a viable option, 

the system can help detect panic signs or distress in patients or students in local clinics or smaller school 

health centers. Meanwhile, the CNN model was observed to have less accuracy than other models. However, 

it could be suitable for smaller-scale, cost-effective, low-stakes projects prioritizing effortlessness and speed 

over accuracy. 

The Recall of the proposed three models, MobileNet, ResNet, and CNN, are determined using 10-

fold cross-validation. The results are displayed in Table 4. Concerning recall, MobileNet is the most reliable 

model, with an average recall of 96.8%. This indicates that most true panic cases were detected. With the 

lowest recall, CNN is suitable for applications where detecting panic instances is crucial [40]. Thus, 

MobileNet is appropriate for tasks requiring a balance between precision and recall, as it minimizes false 

negatives. In Table 5, MobileNet outperformed the other models by scoring a recall of 96.9 %, followed by 

ResNet and CNN with 91.9% and 88%, respectively. Similarly, Al Reshan et al. [41] showed that MobileNet 

had a high recall rate in detecting pneumonia from chest X-ray images. 

 

 

Table 4. Recall the measure of image-based panic detection 
Model Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9 Fold 10 

MobileNet 0.04 0.03 0.04 0.03 0.03 0.02 0.03 0.03 0.04 0.03 

ResNet 0.08 0.07 0.08 0.06 0.07 0.07 0.06 0.07 0.08 0.07 

CNN 0.11 0.10 0.12 0.09 0.10 0.09 0.08 0.10 0.11 0.10 

 

 

Table 5. Mean Recall measure of the image-based panic detection 
Model Average recall 

MobileNet 0.969 

ResNet 0.919 
CNN 0.880 
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The MAE of MobileNet, ResNet, and CNN are determined using 10-fold cross-validation. The 

results are extracted and presented in Table 6. The finding shows that MobileNet MAE values range between 

0.02 and 0.04. This indicates that MobileNet has higher accuracy with lower errors across all folds. Besides, 

CNN had less accuracy and higher errors than the other models. 

The average MAE of the proposed algorithms is shown in Table 7. MobileNet outperformed the 

other models with an MAE of 0.032. The other models had MAEs of 0.071 (ResNet) and 0.100 (CNN). 

 

 

Table 6. MAE of the image-based panic detection 
Model Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9 Fold 10 

MobileNet 0.04 0.03 0.04 0.03 0.03 0.02 0.03 0.03 0.04 0.03 

ResNet 0.08 0.07 0.08 0.06 0.07 0.07 0.06 0.07 0.08 0.07 

CNN 0.11 0.10 0.12 0.09 0.10 0.09 0.08 0.10 0.11 0.10 

 

 

Table 7. MAE of the image-based panic detection 
Model Average MAE 

MobileNet 0.032 

ResNet 0.071 
CNN 0.100 

 

 

5. CONCLUSION 

Four models, namely MobileNet, ResNet, and CNN, were analyzed to identify panic detection 

through deep learning. The results indicate that MobileNet is the most effective model for image-based panic 

detection across ten folds. The accuracy using MobileNet is 90%. Also, the model had a recall of 96.9% and 

a mean accuracy of 0.032. Additionally, the MAE of MobileNet was between 0.02 and 0.04. ResNet had an 

accuracy of 93% and a recall of 91.9%. Concerning CNN, while not as accurate (90%), it may still be helpful 

in environments where computational efficiency or simplicity is required. The contribution of this study has 

been to confirm MobileNet's suitability for image-based panic detection. The findings contribute to 

developing more reliable and accurate image-based panic detection systems in real-world applications. It 

offers valuable insights and lays the groundwork for future studies in deep-leaning-based panic detection. 

 

 

Table 1. Emotion and crown recognition techniques 
No Technique Aim Dataset type Outcome Advantages Limitation 

1 SISTCM and 

two-stream 

LSTM for facial 
expressions, 

ACCM for body 

gestures. 

Improve 

video emotion 

recognition 
by extracting 

spatio-

temporal 
features. 

Five 

common 

datasets. 

A significant 

improvement 

over the state-
of-the-art 

method. 

Utilizes facial 

expressions and 

body gestures 
for 

comprehensive 

emotion 
recognition. 

Limited 

details on 

specific 
datasets used. 

2 Comparison of 

machine learning, 
deep learning, and 

hybrid methods. 

Driver facial 

expression 
recognition 

(DFER). 

Various 

datasets 
from 2018 

to 2023. 

Highlights the 

importance of 
improving 

road safety. 

Provides a 

comprehensive 
analysis of 

recent 

techniques. 

It does not 

introduce new 
techniques, 

only reviews 

existing ones. 
3 Two-stage and 

one-stage CNN-

based methods. 

Review DL-

based object 

detection, 
focusing on 

crowd 

analysis. 

Various 

datasets for 

object 
detection 

and crowd 

analysis. 

Significant 

advances in 

object 
detection for 

various 

applications. 

Efficient and 

effective DL 

techniques for 
object 

detection. 

It focuses 

more on 

reviewing 
existing 

methods 

rather than 
innovations. 

4 Review of state-

of-the-art models, 
DL architectures, 

and information 

fusion techniques. 

A systematic 

review of DL-
based MER 

systems. 

Various 

multimodal 
datasets. 

Identifies key 

challenges 
and suggests 

future 

research 
directions. 

Comprehensive 

overview of 
recent 

advancements. 

Lack of 

specific new 
methodologies 

proposed. 

5 Integral graph 

method, weak 
classifier, 

dynamic sequence 

model, optical 

flow. 

Improve 

facial 
expression 

recognition 

with big data 

technology. 

Not 

specified, 
used 

simulations. 

Achieved 

91.78% 
accuracy in 

simulations. 

Enhances 

robustness in 
expression 

categorization. 

Limited real-

world dataset 
validation. 
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Table 1. Emotion and crown recognition techniques (Continue…) 
No Technique Aim Dataset Type Outcome Advantages Limitation 

6 DFEER system 
with VGGNet, 

optical flow 

reconstruction 
with PMVO. 

Address limitations 
in driver facial 

emotion 

recognition in IoT 
context. 

CK+ and KMU-
FED. 

High accuracy, 
recall, precision, 

and f-measure. 

Tackles issues like 
occlusions and 

lighting changes. 

Complex systems 
may require high 

computational 

resources. 

7 Review of 

techniques using 
physical and 

physiological 

signals. 

A systematic 

review of emotion 
recognition using 

various signals. 

142 journal 

articles 
reviewed. 

Detailed analysis 

of existing studies 
and datasets. 

Broad coverage of 

emotion recognition 
techniques. 

No new methods 

focus on reviewing 
the past decade's 

literature. 

8 iSecureHome with 

EmoFusioNet, 

stacked, and late 
fusion 

methodologies. 

Develop real-time 

facial emotion-

based security for 
smart homes. 

Experimental 

datasets for SH 

security. 

Achieved 98.48% 

training and 

98.43% test 
accuracy. 

High accuracy in 

real-time emotion 

detection. 

Specific to smart 

home security, not 

generalizable. 

9 Review of deep 
learning for 

crowd anomaly 

detection. 

Propose taxonomy 
for crowd 

behavior analysis. 

Various datasets 
for crowd 

analysis. 

Emphasizes the 
need for real-

world challenging 

datasets. 

Brings emotional 
aspects into crowd 

behavior studies. 

Lacks new 
methodological 

contributions. 

10 Advanced Fake 

Image-Feature 

Network (AFIFN) 
with DCT and Y 

Cr Cb. 

Detect forged 

images to address 

digital media 
security. 

Not specified. Outperforms 

existing models in 

image forgery 
detection. 

Effective in 

distinguishing real 

and fake images. 

Limited information 

on the dataset and 

real-world 
applicability. 

11 Facial emotion 
recognition and 

text emotion 

recognition. 

Identify and 
predict anxiety in 

university 

students. 

AMAS-C for 
validation. 

Facial: 84.21% 
precision, Text: 

86.84% precision. 

Effective early 
detection of 

anxiety. 

Limited to an 
academic setting, 

may need to 

generalize better. 
12 Review of 

techniques in 

various modalities 
and information 

fusion. 

Review of MER 

techniques. 

Various 

unimodal and 

multimodal 
datasets. 

Comprehensive 

understanding of 

emotion 
recognition 

progress. 

Covers diverse 

domains and 

applications. 

It focuses on 

reviewing rather 

than proposing new 
methods. 

13 Multimodal 

feature 

representation 

with GCN and 
ensemble 

learning. 

Improve 

sentiment 

recognition of 

online public 
opinion. 

Sina Weibo data 

(COVID-19 

context). 

F1-score: 84.13% 

(sentiment 

polarity), 82.06% 

(fine-grained). 

Enhances sentiment 

recognition 

accuracy. 

Specific to online 

public opinion, 

limited 

generalizability. 

14 GNN with 
functional 

connectivity and 

attention 
mechanisms. 

Explore the 
connection 

between panic 

emotion and 
driving ability 

using EEG. 

Simulated 
driving 

environment 

data. 

Binary 
classification: 

91.5% accuracy. 

Effectively 
monitors emotional 

state in a driving 

context. 

Limited to a 
simulated 

environment, real-

world validation is 
needed. 

15 Review of visual, 
auditory, 

linguistic 
modalities and 

joint 

representations. 

Review of 
unimodal and 

MER techniques. 

Various video 
and multimodal 

datasets. 

Identifies gaps and 
suggests future 

research 
directions. 

Broad review 
across multiple 

modalities. 

Lacks focus on 
proposing new 

methods, more of a 
review. 
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