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 Education is a key factor in Morocco's development, with school 
performance serving as a critical measure of the education system’s quality. 
However, disparities in student outcomes remain, influenced by socio-
economic, demographic, and infrastructural factors. Our study aims to 
develop a predictive model to assess and improve school performance in 
Morocco using ensemble machine learning techniques, focusing on the 
stacking approach. Data from the Massar platform includes variables such as 

gender, age, type of school, parental occupation, academic results, and 
residential area. After rigorous data cleaning and preprocessing, a stacking 
model was created by combining predictions from five base models: random 
forest, gradient boosting, k-nearest neighbors (KNN), support vector 
machine (SVM), and multi-layer perceptron (MLP). A random forest meta-
model was used to integrate these results. The experimental results of the 
paper demonstrate the effectiveness of our approach. The stacking model 
achieved an accuracy of 78.70%, surpassing the individual base models. The 

meta-model demonstrated strong reliability, achieving an F1 score of 
78.62% while reducing false negatives and ensuring balanced predictions. 
Among the base models, neural networks showed the best performance, 
achieving the highest predictive accuracy. This research highlights the 
potential of stacking methods for predicting school performance. 
Incorporating additional variables, such as parental education and teacher 
attributes, could further refine the model and enhance Morocco’s educational 
outcomes. 
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1. INTRODUCTION 

Morocco is vigorously pursuing sustainable development, wherein education occupies a pivotal 

position among the nation's strategic priorities. Education is acknowledged as a fundamental catalyst for 

economic and social advancement, contributing substantially to the mitigation of inequalities, the 

enhancement of life satisfaction, and the fostering of a fair and thriving society. A principal metric employed 

to evaluate the efficacy of the Moroccan education system is school performance, which serves as a 

reflection of the success of public policies and their consequent effects on students' academic outcomes and 

trajectories [1]. 

https://creativecommons.org/licenses/by-sa/4.0/
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This research investigates the complex phenomenon of school performance in Morocco, 

concentrating on the primary factors that affect student outcomes at three critical educational junctures: the 

6th grade of primary education, the 3rd grade of middle education, and the baccalaureate. These educational 

stages represent crucial milestones in a student's academic progression and yield significant insights into the 

broader dynamics of the Moroccan education system. Over time, disparities in educational performance have 

been underscored through national and international evaluations, such as the National Assessment of Student 

Achievement (PNEA), the Programme for International Student Assessment (PISA), and the Progress in 
International Reading Literacy Study (PEARL). These assessments provide valuable data regarding the 

strengths and challenges of the education system, facilitating the monitoring of student outcomes across 

various phases of their academic experiences. By juxtaposing results on both national and international 

scales, these assessments assist in pinpointing areas necessitating enhancement and establish a basis for 

informing educational reforms and policies. A noteworthy trend observed in recent years pertains to the 

variability in baccalaureate pass rates (which correspond to a “high school diploma” level in the United 

States or “A-Level” in the United Kingdom). In 2021, the pass rate attained 81.83%, signifying a phase of 

improvement. Conversely, in 2023, this rate declined to 73.99%, indicative of a marked reduction in 

performance [2]. This variability implies that advancements may not be consistently maintained and could be 

inequitably distributed, thereby underscoring deeper systemic issues within the education framework that 

warrant attention. 

Educational inequalities in Morocco are indicative of both systemic and contextual obstacles, 
encompassing insufficient resources, overcrowded educational settings, and disparate access to high-quality 

educational opportunities across various regions [3], [4]. In particular, rural locales experience significant 

deficiencies in infrastructural development, while persistent gender disparities continue to impede the 

academic advancement of numerous students. In response to these challenges, this study seeks to clarify the 

synergistic effects of socio-economic, regional, and educational determinants on student performance. The 

primary aim is to evaluate the manner in which these variables influence academic outcomes by constructing 

a predictive model through the application of machine learning methodologies. This model is intended to 

facilitate the early identification of students who are at risk of either failure or success, thereby enabling 

educational authorities to implement targeted, data-informed interventions. 

Recent scholarly articles have endeavored to scrutinize and forecast academic achievement utilizing 

machine learning methodologies. Zhang et al. [5] examined the efficacy of deep learning frameworks in 
predicting educational results. Although their models demonstrated commendable accuracy, they were 

marred by limitations related to interpretability and substantial computational demands, rendering them 

challenging to implement within educational settings characterized by resource constraints. Nafea et al. [6] 

employed ensemble learning techniques, such as random forests and gradient boosting, to enhance predictive 

robustness. Nevertheless, their methodology did not adequately encompass the socio-economic and 

contextual variables affecting academic success, thereby constraining the broader applicability of their 

findings. Concurrently, Moroccan scholars have investigated the influence of local determinants on academic 

performance. Benjelloun and Bouargane [7] underscored the significance of socio-economic conditions and 

educational infrastructure in relation to school dropout rates within Morocco. However, their investigation 

was confined to descriptive statistical assessments, lacking the employment of sophisticated predictive 

frameworks. Likewise, Elbouknify et al. [8] endeavored to integrate supervised classification techniques, 
including support vector machines (SVMs) and random forests, to predict students at risk, yet their model 

was hampered by considerable class imbalance, diminishing its efficacy in identifying students facing 

academic challenges. Additional research, such as that conducted by Cho et al. [9], sought to tackle the 

problem of imbalanced datasets in forecasting academic performance via the SMOTE technique. However, 

their study fell short of providing a comprehensive comparative analysis of various resampling strategies. In 

contrast, Deb et al. [10] concentrated on predictive models for university-level dropout, thereby leaving a 

notable gap concerning earlier educational stages. 

To address the shortcomings of previous research, our study introduces a more holistic and context-

aware methodology adapted to the Moroccan educational environment. We conduct an in-depth analysis of 

key factors affecting student performance, such as socio-economic status, availability of educational 

resources, geographic disparities, and individual student characteristics. In contrast to earlier studies that 

often relied on single algorithms or limited variables, we propose a hybrid machine learning approach. Our 
methodology integrates several models through ensemble learning techniques, with a particular focus on 

Stacking. This strategy combines the strengths of various algorithms - such as decision trees, k-nearest 

neighbors (KNN), SVMs, and neural networks - to enhance both accuracy and robustness. To tackle the issue 

of class imbalance, which often limits the ability to detect students at risk, we employ the SMOTE technique, 

ensuring more balanced and reliable predictions. The present investigation is predicated upon data derived 

from the Moroccan Massar platform, which constitutes a comprehensive educational information system 
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encompassing detailed academic, demographic, and socio-economic variables. This extensive dataset 

facilitates an in-depth examination of the complex interrelationships that affect academic outcomes. Our aims 

are twofold: Initially, we endeavor to construct a representative dataset that integrates both the structural and 

contextual dimensions inherent in the Moroccan education system. Subsequently, we aim to develop an 

intelligent predictive model capable of identifying students at increased risk of academic failure. The ultimate 

objective is to provide actionable insights that can assist policymakers in formulating equitable and 
efficacious educational interventions. 

The subsequent sections of the article are organized as follows: “method” delineates the research 

methodology, encompassing data collection, preprocessing, and the formulation of the predictive model 

utilizing ensemble methods; “results and discussion” elucidates the findings of the study, scrutinizing the 

influence of various determinants on academic performance and examining their ramifications within the 

framework of Moroccan educational policies; and “conclusion” encapsulates the principal contributions of 

the study, provides practical recommendations and suggests avenues for future research aimed at improving 

educational outcomes in Morocco. 

 

 

2. METHOD  

This study follows a systematic and well-organized methodology, starting with data collection and 
preprocessing, then identifying key features through detailed analysis. The predictive modeling leverages 

advanced ensemble techniques, particularly stacking, which integrates various basic models. A meta-model 

combines their outputs to boost accuracy by capitalizing on their complementary strengths. 

 

2.1.  Data preprocessing and cleaning 

This section details the data preprocessing and cleaning steps applied to student records from the 

Massar platform, with a focus on preparing the dataset for analyzing the impact of student characteristics on 

school performance. 

 

2.1.1. Used dataset 

The data used of this study is derived from the Massar platform, an integrated information system 

that modernizes school management across primary, middle, and secondary education institutions in 

Morocco. This dataset includes a total of 19,115 students. Among these, 9,140 students were successful, 

while 9,975 failed. The collected data encompasses key parameters essential for analyzing the factors 

influencing academic success: 

- Gender: student's gender. 

- Age: age of the student. 

- Educational level: students’ stage of education (e.g., primary, middle school, or high school). 

- Educational cycle: classification of the institution based on the level of education it provides (primary 

school, middle school, or high school). 

- Type of institution: legal status of the school (public or private). 

- Parents’ occupations: father’s and mother’s professions, serving as indirect indicators of the family’s 

socioeconomic status. 

- Residential area: the student’s living environment (rural or urban). 

- School performance: the final result of the student, used as the target variable (successful or failed). 

It is important to note that the educational levels of the parents are not directly available on the Massar 

platform. However, parental occupations are used as indirect indicators for this variable. 

The primary aim of this study is to evaluate the impact of personal, educational, and social 

characteristics on the school performance of Moroccan students. Simultaneously, a predictive model is 

developed based on these data to identify the key determinants of success. These features, identified in the 

literature as significantly influential [11]-[13] provide insights into ways to optimize student performance and 
enhance the effectiveness of the national education system. 

 

2.1.2. Data cleaning and preprocessing 

Data cleaning and preprocessing constitute fundamental components in the realms of data analysis 

and machine learning, serving to ensure the quality, consistency, and reliability of the dataset, all of which 

are imperative for efficacious modeling [14], [15]. These methodologies contribute to the mitigation of biases 

and errors, thereby enhancing the discernment of significant patterns and the development of robust 

predictive models. The preprocessing phase generally encompasses the following procedures: 

- Handling missing values: the issue of absent data is rectified through imputation methodologies to 

attenuate the impact of incomplete information. The SimpleImputer class from the scikit-learn library is 
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employed utilizing the most_frequent strategy, substituting missing entries with the mode of the 

corresponding feature, thus minimizing the distortion of the dataset’s distribution [16]. 

- Converting categorical variables to indicator variables: categorical variables undergo transformation into 

numerical representations via the generation of dummy variables. This process is facilitated by the pd 

get_dummies() function, which produces distinct columns for each category, rendering the data 

amenable to machine learning models [17].  

- Label encoding: label encoding is applied to ordinal or target variables by converting categorical labels 

into numerical values. This transformation is performed using the LabelEncoder class from scikit-learn, 
enabling machine learning algorithms to effectively process categorical target variables.  

- Data normalization: data normalization is executed through the utilization of the StandardScaler class 

from scikit-learn to standardize the scales of the features. This process guarantees that each feature 

attains a mean of 0 and a standard deviation of 1, which is essential for algorithms that exhibit sensitivity 

to feature magnitudes, thereby averting biases arising from disparate scales [18]. 

By systematically addressing these dimensions of preprocessing, the data is rendered adequately prepared for 

analytical purposes. This not only bolsters the reliability and interpretability of the results but also lays a 

robust groundwork for the advancement of accurate and generalizable predictive models. 

 

2.2.  Operating principle 

Stacking, also referred to as “stacked generalization,” constitutes an ensemble methodology that 

amalgamates predictions derived from multiple foundational models by employing a meta-model, thereby 

augmenting both precision and resilience. This approach harnesses the complementary strengths of the 

foundational models through a two-tiered hierarchical framework: the lower and higher levels. 

 Lower level: a diverse array of foundational models, known as base learners, are trained in isolation on 
the identical training dataset. These models encompass a broad spectrum of algorithms, including 

decision trees, neural networks, SVMs, KNNs, random forest, gradient boosting, and multi-layer 

perceptron (MLP) algorithms. Each individual model produces predictions for the test set, which 

subsequently serve as novel features for the subsequent level. 

 Higher level: the predictions generated by the base models are combined to form a new dataset. A meta-

model, or meta-learner, is then trained on this dataset to learn how to optimally combine the results of the 

base models. A key advantage of stacking is its ability to capture diverse and complementary aspects of 

the data, thereby reducing bias and variance in individual models, while minimizing the risk of 

overfitting. 

 

2.3.  Proposed models 

This section presents a structured and methodical approach for implementing machine learning 
techniques with the aim of improving predictive performance. The methodology ensures that each phase of 

the project is carried out in a coherent and efficient manner, enabling both the rigorous evaluation of 

individual models and their integration into a unified ensemble through stacking. The main stages of the 

proposed pipeline are outlined below: 

i) Data division: the dataset was meticulously partitioned into two subsets to facilitate effective model 

training and accurate performance assessment. Specifically, 80% of the data was designated for training 

the machine learning models, thereby providing ample information for the learning process. The 

remaining 20% was allocated for testing, thereby ensuring an impartial evaluation of the models' 

performance on previously unseen data. This division reconciles the necessity for robust training with 

precise performance evaluation.  

ii) Base models: a total of five machine learning algorithms were identified as foundational models, 

establishing the groundwork for the stacking methodology. Each model was trained independently on the 
training dataset, yielding a diverse spectrum of predictive capabilities. The selected models are as 

follows:  

 Random forest classifier (RFC): this technique amalgamates the predictions of multiple decision 

trees to enhance overall accuracy and diminish variance. By generating random subsets of the data for 

each tree, RFC guarantees diverse decision-making, which aids in averting overfitting and improves 

performance on complex datasets [19].  

 Gradient boosting classifier (GBC): this classifier enhances predictions by iteratively rectifying the 

errors of preceding models. Each subsequent tree is trained to minimize the residuals from earlier 

models, enabling the classifier to elucidate complex relationships within the data. It is particularly 

effective in applications requiring high levels of accuracy and precision in classification [20].  
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 KNN: this non-parametric approach classifies a data point based on the predominant class among 

its nearest neighbors. It is particularly adept at modeling nonlinear relationships within low-

dimensional data spaces. Its simplicity and efficacy render it a favored option for localized 

classification endeavors [21].  

 SVMs: these algorithms are constructed to identify the optimal hyperplane that demarcates classes 

with the maximum margin, ensuring a distinct separation within the feature space. This attribute is 
especially advantageous in classification tasks where the classes are well-defined yet may exhibit 

overlap [22].  

 MLPs: these artificial neural networks (ANNs) consist of multiple hidden layers situated between 

the input and output layers. They possess the capacity to learn complex representations of data through 

these hidden layers, enabling them to model intricate nonlinear relationships. This versatility renders 

MLPs highly effective for managing diverse and heterogeneous datasets [23]. 

The predictions from the five base models were combined into a new dataset to leverage the 

strengths of each model. This ensemble was then used as input for the meta-model, which refines the final 

decision, improving accuracy and robustness. The approach enhances performance by reducing individual 

model errors and increasing the generalization ability of the final model, as shown in Figure 1. The RFC was 

selected as the meta-model due to its efficiency in handling complex data. By aggregating multiple decision 
trees, it reduces biases and errors from base models, boosting prediction accuracy. Although logistic 

regression and extreme gradient boosting (XGBoost) were tested, random forest outperformed them in cross-

validation, making it the best choice. To evaluate generalization, the meta-model was applied to the test set 

for prediction generation. A 10-fold cross-validation ensured a more reliable evaluation and minimized 

overfitting. Performance was assessed using a confusion matrix, calculating precision, recall, F1 score, and 

accuracy. 

 

 

 
 

Figure 1. Architecture of the proposed model 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Presentation of the modeling results 

This study used a stacking ensemble approach to improve academic performance prediction by 

combining multiple machine learning models. Specifically, the predictions of five baseline models (random 

forest, gradient boosting, KNN, SVM, and MLP) were aggregated by a random forest-based meta-model. 

The performances of these models was evaluated using standard classification metrics, including accuracy, 

precision, recall, and F1 score, as shown in Figure 2, which compares these metrics across different 

algorithms. These metrics, calculated from confusion matrices as shown in Figure 3, are summarized in 

Tables 1 and 2. Among the baseline models, MLP achieved the highest accuracy at 78.60%, followed by 

random forest (77.50%). Gradient boosting, KNN, and SVM achieved slightly lower accuracies of 76.20%, 

76.00%, and 77.00%, respectively. All models demonstrated relatively balanced classification of students 

between success (Class 1) and failure (Class 0), although variations in recall highlighted some uncertainty in 

detecting at-risk students. 

Training the meta-model (random forest) on the baseline model predictions led to a modest but 
notable improvement in performance, with the final accuracy reaching 78.70%, slightly surpassing that of the 

best-performing baseline model (MLP at 78.60%). For Class 0 (failure), the meta-model achieved a precision 

of 80.54% and a recall of 77.66%. For Class 1 (pass), the precision and recall were 76.71% and 79.67%, 

respectively. This improvement highlights the effectiveness of stacking in reducing classification errors and 

compensating for the weaknesses of individual models. In particular, the meta-model optimized recall, 

improving the identification of students at risk of failure and reducing false negatives, an important factor in 

school settings. 
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However, the success of the stacking approach depends on the quality of the base models. If the 

base models produce highly correlated errors or exhibit poor individual performance, the meta-model may 

not completely overcome these limitations. Analysis of our model performance highlights the relevance of 

ensemble learning for predicting academic achievement in the Moroccan educational context. By combining 

several base models (random forest, gradient boosting, KNN, SVM, and MLP) in a random forest-based 

meta-model, we achieved an overall accuracy of 78.70% and a recall of 79.89% for class 1 (high-performing 

students). These results suggest that model aggregation improves predictive robustness and mitigates errors 
inherent in individual algorithms. However, the absence of key explanatory variables, such as parental 

education or extracurricular activities, may explain why our model's performance remained slightly below 80%. 

Our research indicates that academic achievement is influenced by a confluence of individual, 

institutional, and familial factors. An examination of misclassification patterns indicates that students 

exhibiting intermediate profiles - those whose attributes reside within the spectrum of success and failure - 

present the most significant challenges in terms of predictive accuracy. This observation underscores the 

intricate nature of educational outcomes and emphasizes the necessity for further investigation into additional 

variables and methodologies in subsequent research endeavors. Although the model demonstrates a 

commendable performance, with an accuracy rate falling short of 80%, such outcomes can be ascribed to a 

multitude of factors. Firstly, the complexity inherent in forecasting academic success is compounded by the 

myriad influences that remain unaccounted for within our dataset. Psychological dimensions, personal 

motivation, familial support, and the educational environment are all pivotal elements that were excluded 
from the analytical framework. Moreover, classification challenges stem from the convergence in feature 

distributions between cohorts of successful and failing students. Unlike tasks characterized by distinctly 

separated categories, the attributes of students in both classifications frequently overlap, engendering 

considerable uncertainty in predictive outcomes. 

Furthermore, the omission of critical variables such as parental educational attainment, sibling 

count, or educator qualifications constrains the model's capacity to thoroughly encapsulate the complexities 

associated with academic success. This deficiency in data may elucidate the reasons behind the accuracy 

remaining below the 80% threshold, despite the utilization of sophisticated machine learning methodologies. 

Nonetheless, the model fulfills its principal objective: to develop a dependable instrument for identifying 

students at risk of academic underachievement. With an achieved accuracy of 78.70%, the model provides 

significant insights, albeit without guaranteeing flawless classification. In addition to predictive capabilities, 
the study elucidates essential trends and determinants affecting academic success. The performance analysis 

accentuates the constraints imposed by the available data and the critical nature of the absent variables. These 

findings indicate potential avenues for future inquiry, particularly with respect to more exhaustive data 

collection efforts. While the model is not without its shortcomings, it represents a valuable asset for educators 

and policymakers, enabling the early identification of students requiring targeted interventions. 

 

 

 
 

Figure 2. Comparative evaluation of classification algorithms across different metrics 
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Figure 3. Confusion matrix obtained by the proposed approach 

 

 

Table 1. Results obtained by lower level classifiers in terms of  accuracy, precision, recall, and F1 score 
Classifiers Classes Accuracy Precision Recall F1 score 

Random forest 0 0.775 0.805846 0.77666 0.790984 

1 0.767174 0.797275 0.781935 

Gradient boosting 0 0.762 0.762275 0.788732 0.775278 

1 0.762174 0.733515 0.74757 

KNN 0 0.760 0.768421 0.771127 0.769772 

1 0.751094 0.748229 0.749659 

SVM 0 0.770 0.769081 0.795775 0.7822 

1 0.770102 0.741144 0.755346 

Neural network (MLP) 0 0.786 0.801236 0.782696 0.79185 

1 0.770335 0.789646 0.77987 

 

 

Table 2. Classification report for the meta model 
Model Classes Accuracy Precision Recall F1 score 

Meta model 

(Random forest) 

0 0.787 0.805425 0.77666 0.790781 

1 0.767051 0.79673 0.781609 

 

 

3.2.  Comparison of our approach with the literature 

Research on predicting academic performance in Morocco remains relatively scarce, making our 

study valuable due to its adaptation to the local context and its innovative methodological approach. Our 

research is distinguished by a context-aware and novel framework that incorporates a diverse set of variables 
while leveraging a two-level ensemble learning strategy to predict student success. Compared to previous 

studies, our approach reveals key differences in terms of feature selection, algorithm choices, and 

performance metrics, specifically regarding accuracy, precision, and recall [24], [25]. 

Abubakaria et al. [26] focused on behavioral and academic factors such as parental involvement, 

school satisfaction, and absenteeism. Their ANN-based model achieved a stable accuracy of 76.8%, 

optimized using Adam and stochastic gradient descent (SGD). However, their study relied primarily on 

conventional contextual indicators, limiting its scope. In contrast, Ouatik et al. [27] incorporated a broader 

feature set, including personal attributes (gender, age), academic indicators (grade point average (GPA), 

grades), psychological aspects, and interactions within virtual learning environments (VLEs). Their 

application of SVM, KNN, and C4.5 resulted in a maximum accuracy of 87% using the sequential minimal 

optimization (SMO)-SVM algorithm. Hajar et al. [28] primarily analyzed academic and behavioral variables, 
such as classroom participation and access to educational resources. Their XGBoost model outperformed 

logistic regression, achieving an accuracy of 84.38% compared to 82.29% for logistic regression. However, 

they did not provide a detailed breakdown of model performance for different student groups, which limits 
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insights into the model’s strengths and weaknesses in predicting success and failure. Similarly, Yagci [29] 

and Asad et al. [30] reported relatively lower performance, with decision tree and neural network models 

reaching a maximum accuracy of 70.8%. These results suggest that their feature selection and model choices 

may not have been optimal for capturing the complexity of student success predictors. 

Rogers et al. [31] utilized Moodle log data to identify key predictive indicators, including 

submission activity and quiz participation. Their random forest model achieved an area under the curve- 

receiver operating characteristic (AUC-ROC) score of 0.77 in training and 0.73 in testing, demonstrating the 
potential of tree-based models for educational data analysis. However, their reliance on Moodle-specific 

variables limits the applicability of their findings to broader academic settings. Noor et al. [32] adopted a 

qualitative approach, examining students' perceptions of mobile learning. They identified factors such as ease 

of use (69%) and interactivity (53%) as influential, but their methodology lacks predictive power, as it does 

not employ machine learning models to forecast academic success. Waheed et al. [33] explored deep learning 

techniques, particularly convolutional neural networks (CNNs) and long short-term memory (LSTM) models, 

to predict academic success based on student engagement in online learning platforms. Their study reported 

an accuracy of 81.2%, but their precision and recall scores varied significantly across different student 

groups, indicating potential class imbalance issues.  

Our investigation differentiates itself by incorporating a distinctive amalgamation of individual 

characteristics (such as gender and age), contextual determinants (including school type and rural versus 

urban environments), and familial variables (pertaining to parental occupations), all specifically adapted to 
the Moroccan educational framework. From a methodological perspective, we adopted a two-tiered ensemble 

learning architecture, wherein foundational models (encompassing random forest, gradient boosting, KNN, 

SVM, and MLP) were synthesized into a meta-model predicated on random forest. This methodology 

leverages the synergistic advantages of these models, culminating in an aggregate accuracy of 78.70%, a 

precision of 80.54%, and a recall of 77.67% for the first class. While certain studies have reported elevated 

accuracy metrics (84.38% and 87%, respectively), their selection of features and datasets lacks diversity, 

potentially constraining their applicability to broader contexts. In contrast, our research demonstrates 

competitive efficacy while ensuring enhanced contextual significance and wider applicability through its 

extensive feature array and sophisticated ensemble methodologies. In comparison to deep learning 

methodologies [32], [33], our approach provides enhanced interpretability and achieves an equitable balance 

between precision and recall, thereby facilitating more dependable classifications of both high-achieving and 
at-risk students. These findings highlight the significance of our contribution and provide a foundation for 

future research to expand datasets, incorporate additional variables, and explore even more advanced 

methodological frameworks. 

 

 

4. CONCLUSION, LIMITATIONS, AND PERSPECTIVES 

This research emphasizes the efficacy of stacking methodologies in forecasting academic 

achievement in Morocco. By combining multiple classification models into a random forest-based meta-

model, our approach achieved strong predictive accuracy, successfully identifying students at risk while 

reducing false negatives. These results demonstrate the benefits of ensemble learning for educational data 

analysis, especially in environments where early intervention can play a critical role in improving student 
outcomes. Nonetheless, certain limitations must be acknowledged. The lack of important variables, such as 

parental education levels, number of siblings, and teacher-related factors like experience and training, may 

have constrained the model’s capacity to fully capture the range of influences on student performance. This 

limitation reflects broader challenges tied to data availability and quality, which continue to hinder research 

in the field of education. 

Beyond predictive accuracy, the study opens new paths for exploration and enhancement. 

Expanding the dataset to include richer socioeconomic and pedagogical indicators could lead to more refined 

predictions and a deeper understanding of the drivers of academic success. Moreover, exploring alternative 

modeling strategies, such as deep learning or hybrid boosting techniques, may further improve performance 

and adaptability across diverse student populations. Ensuring fairness in predictive models also emerges as a 

key priority. Tackling potential biases in both data and algorithms is vital to ensure that all students receive 

equitable consideration, regardless of their background or location. Ultimately, this research lays the 
groundwork for broader discussions about the role of artificial intelligence in education, with the aim of 

informing more inclusive, context-sensitive policy decisions that support student achievement. 
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