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 As users on social networks (SNs) interact with one another by exchanging 
information, giving feedback, finding new content, and participating in 
discussions; thus, generating large volumes of data each day. This data 
includes images, texts, videos and can be used to help the user find out how 
they have been doing, when they were depressed, how not to be depressed, 

and other similar insights. Depression is one of the most common chronic 
illnesses and it has emerged as a global mental health problem. But the lack 
of these data is incomplete, sparse and sometimes inaccurate, and so the task 
of diagnosing depression using automated systems is still proving a 
challenge. Various techniques have been used to detect depression through 
the years however, machine learning (ML) and deep learning (DL) 
techniques offer better ways. In the context of that, this study reviews state-
of-the-art ML and DL approaches for the detection of depression using 
systematic literature review (SLR) method as well as highlight fundamental 

challenges in literature, which future works can focus on. We hope that this 
survey will provide a better understanding of these strategies for the readers 
and researchers in the ML and DL fields, when it comes to diagnosis of 
depression. 
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1. INTRODUCTION 

Mental issues are the most common global phenomenon while one out of five people suffers from a 

mental health condition that can disrupt multiple areas of their lives [1]. Depression is a chronic disease or 

condition found with many of the people. It is one of the most unrecognized and least treated types of mental 

health disorders. This has turned out to be a major issue in the economic, social and specifically health sector. 
It is among the top killers and is becoming one of the most common diseases with no effective treatment. It is 

frequently observed in the presence of other underlying mental health conditions, and can trigger dormant 

mental disorders. Several studies have reported that depression is one of the top cause of death, many of them 

due to suicide. Depression is irrational, so hard to understand. The idea that the words of one person may 

push another to self-destruction is a sensitive topic that many choose to ignore. By applying machine learning 

https://creativecommons.org/licenses/by-sa/4.0/
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(ML) and deep learning (DL), the detection process can be enhanced, hence being able to reduce such 

unfortunate consequences. With the ubiquitous nature of social media social network (SN) platform such as 

Facebook, Twitter, or Reddit have encouraged people to share information about their daily life, personal 

experiences, opinions, and challenges. These platforms provide new windows of self-expression and social 

interaction. Status updates, tweets and posts and comments, all of these laid bare the thoughts and feelings, 

the lives that the users lived. More importantly, these digital traces can reflect the mental conditions and the 
personal lives of users, although some limited. Analyzing the techniques of ML and DL can enhance the 

ability to identify certain characteristics that assist SN users in determining mental states [2]. SN platforms 

collect a vast amount of data from users, while by implementing ML and DL algorithms, specific features can 

be identified in data for the purposes of identifying mental states for SN users. Mental health challenges, like 

depression, can present as hopelessness, guilt, irritability, self-deprecation, loneliness, isolation, and thoughts of 

suicide. While these warning indicators are not independently definitive, posts exhibited on social media that 

incorporate these behaviors can act as precautionary signs of depressive disorders. 

Various related work has been referred to understand the significance and scope of study. New 

method to detect the difference between people with depression have been evolved and without using their 

facial expression patterns and ML classification algorithms. As an example, the random forest (RF) 

classification method has slightly less accuracy (80.1%) for nonverbal visual compliance analysis of 

automated depression diagnosis [3]. Future improvements on the applied ML models may offer more reliable 
means of determining the importance of the features and degree of depression. A multitasking learning model 

incorporating deep neural network (DNN) classification and FusionNet has been proposed to address word 

vector classification and statistical categorization [4]. In one example, XLNet is utilized to extract textual 

features, enabling depression diagnosis through hierarchical attention networks combined with clinical 

interviews. These methods integrate affective information and external features into the attention mechanism, 

boosting model performance. Ksibi et al. [5] employed two DL architectures—1-dimensional convolutional 

neural network (1DCNN) and long short-term memory (LSTM)—to automate the diagnosis of unipolar 

depression using electroencephalogram (EEG) data. Existing system has also reportedly used a CNN-based 

and recurrent neural network (RNN)-based model; the CNN-based model showed higher performance than 

the RNN-based model [6]. A new method based on inverted vocal tract parameters was also suggested in [7] 

for detecting depression. The classification employed generalized CNN dilated models. The study created 
variety features by pooling speech data across two separate datasets of depression, allowing for improved 

generalization of CNN models for depression detection. The model proposed showed about 10% more 

accuracy in comparison to the model trained on one dataset. Dialog interaction is a challenge for this model 

though. An additional challenge for DL approaches regarding large scale social data is to perform effectively 

without losing vital information required for classifying accurately. 

The identified problems from the review are mainly related to implementation methodology being 

carried out by existing ML/DL approaches for diagnosing depression. The significant challenges are: i) due 

to the complexity of big data, existing models often have difficulty extracting significant features from 

unstructured datasets, ii) the presence of unstructured or unlabeled data can cause a degradation in the 

accuracy of the model or in the worst case, the loss of data. Processing such data well is still a big problem. 

iii) The irrelevant or unexpected data can make the things tough on the part of data labeling and data 
classification which can cause hindrance to model performance. Apart from these, there are also issues 

pertaining to quality data and biased focus on the local research problems where global optima is challenging 

to accomplish or even investigated. The goal of this paper is to present a comprehensive review of the 

literature concerning depression detection methods based on ML and DL algorithms. The value-added 

contribution are: it provides a broad overview of depression detection, discussing the range of opportunities 

and challenges, as well as possible research avenues. Further on, we expound on need for ML and DL 

techniques in depression detection, elucidating the caveats in existing works and areas requiring investigation 

as per the fundamentals. 

 

 

2. METHOD 

The main goal of the proposed study is to perform a meta-analysis of the efficiency of the ML and 
DL algorithms to explore the level of effectiveness in existing depression detection approaches. To this end, 

this review paper employed a desk research methodology as illustrated in Figure 1. Based on adopted 

research methodology google scholar along with reputed technical journal publications were undertaken as 

preliminary search. Once the method is adopted, the next step is an initial filtering based on inclusion and 

exclusion criteria. The main inclusion criteria of filtering consist in that the published article should 

predominantly contain methodological details with results obtained for having comprehending through the 

presented approach. The same time span for literature was considered for the second inclusion criteria as 

well, leading to the consideration of the published research articles containing technical implementation 
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between the years 2019–2024. The third criterion of eligibility states that research articles are only related to 

either ML or DL as the primary implementation. The inclusion criteria are theoretical papers with results or 

an implementation model, and studies published from 2019 onward. Further, any paper which has focused on 

a non-learning-based approach towards improving internet of things (IoT) security is also not considered as 

the aim for this paper is to reflect upon the potential of learning-based schemes. The next phase in the 

operation is to do a removal of the duplicates. Any two research articles which were written based on same 

study model will be labelled as duplicated; this can also be split into i) two multiple extended study model 
from same author convey duplicate; ii) usage of exactly similar concept in 2 different research articles also 

will be carried as duplicated as the idea is to obtain complete unique study model. The initial search returned 

about 1,257 results and the first screening yielded 183 papers. Finally, 32 number of research articles have 

been considered after removing the duplicates and reviewed in this manuscript. In addition to that, this 

learning outcome of the proposed study provides more toward new research gap, research trend, and unique 

findings of previous studies. 
 

 

 
 

Figure 1. Method adopted in proposed study 

 

 

3. RESULTS 
This section presents compact discussion of existing learning-based approaches towards diagnosing 

depression. The overview of ML and DL approaches to depression detection is illustrated in Figure 2. This 

article examines the current state of various ML algorithms using the systematic literature review (SLR) 

methodology, specifically for detecting depression.  
 

 

 
 

Figure 2. Taxonomy of ML and DL approaches for diagnosing depression 
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3.1.  Machine learning for depression detection 

Ahmed [8] examined how online communities could aid in spotting and gauging serious depression, 

by tracking social behavior, mood, language use, self-perception and the need for antidepressants, all inferred 

from users’ online writing. Similarly, Castillo-Sánchez et al. [9] studied the use of Twitter for monitoring 

psychological states such as depression and suicide risk. Their findings indicated that concerns expressed in 

violent or disturbing texts could be identified using a combination of human analysis and automated 
classifiers. Multiple studies have shown how using user-generated content (UGC) strategically can help 

psychologically. Bokolo and Liu [10] conducted examinations of mental health issues and behaviors on SNs 

to assess whether individuals were experiencing depression. Angskun et al. [11] discussed more 

psycholinguistic feature types with greater potential to improve the classification as well as further decrease 

error rates. RF were one of the ML techniques which performed most accurately, specifically to identify 

depression. 

Salma and Bhuiyan [12] analyzed users' Facebook behaviors as reflecting five-factor model of 

personality in efforts to describe individual identity formation process. They investigated correlations 

between user IDs and profile information—related to a user's screen name; the number of photos shared or 

received; frequency of attendance at events; and other similar activities. Titla-Tlatelpa et al. [13] proposed a 

new method to analyze sentiment on social media, arguing that users' messages provide insight into their 

emotional evaluations. This approach also revealed users’ typical emotional responses and flagged extreme 
emotional changes. Alenezi et al. [14] also provided the first evidence regarding the major impact of 

depression on the women’s health burden, specifically vein Facebook data. Ramamoorthy et al. [15] show 

that both word frequencies and topic modeling are informative features for prediction models. Using the bag 

of words approach, Salazar et al. [16] was able to improve depression diagnosis by evaluating tweet text and 

assigning categories through multiple classification. In addition, using content support vector machine 

(SVM) and training of a grading system. Nusrat et al. [17] enhanced results for sad tweets and percentage of 

users who are depressed among multiple users obtained significant betterment in recall and precision score.  

Additional studies were conducted by Safa et al. [18] on Twitter and Weibo, utilizing sentiment 

analysis strategies that integrated human-made rules and vocabulary to quantify depression-related tweets. 

This approach offered a more comprehensive feature analysis compared to previous work. Their findings 

highlighted the significant role that text-based characteristics play in diagnosing online depression. Sharma 
and Verbeke [19] introduced a model using the extreme gradient boosting (XGBoost) ML algorithm to 

identify and predict depression biomarkers across diverse samples. The ML model, which dealt with an 

imbalanced dataset, tended to predict the absence of depression despite its presence. To address this issue, the 

authors employed several resampling techniques. The XGBoost algorithm was applied to each sample to 

classify mental health cases in healthy instances.  

People with mental illness look online for help, in specialty communities or in general, such as 

Twitter and Reddit. Benjachairat et al. [20] considered the use of SNS data for risk assessment of selfharm. 

This approach was mostly focused on major depression. They examined behavioral patterns derived from 

what users wrote. In a successful public health initiative, Twitter has been used to create statistical models to 

determine the effect of childbirth on new mothers’ behavior and mood. Microblogs and other means of social 

media platforms can also be used to detect if a person is at high risk for suicide, so that preventative measures 
can be taken before the person goes through with their intentions. Cao et al. [21] showed that complex 

intervention framework could be modified to protect those at risk of suicide via online microblog. While their 

study found suicidal ideation to be predictable, the prediction accuracy needs further improvement. 

Furthermore, suicidal ideation is a relatively rare event, making it a novel and pragmatic effort to develop 

models specifically trained to identify high-risk ideation. 

 

3.2.  Deep learning for depression detection 

A large body of prior work has primarily centered around generating different methods for 

implementation, which are frequently based on using apps to identify depression. Moreover, in detecting 

mental health problems through social media, until recently, the use of ML methods, more specifically deep 

neural networks, was constrained. That limitation was mainly because training set annotation is notoriously 

tricky to achieve in large quantities. For example, Nijhawan et al. [22] in notable examples through designs 
that were effectively well-acclaimed in processing natural language, as well as skimming the most efficient 

DNN architectures for this purpose. 

A graphical attention model was proposed combining multimodal depression detection knowledge 

for text, audio, and images [23]. Although they used temporal CNN models, they incorporated smaller 

questionnaire data into their experiments as part of a larger architecture. While the authors had not tested 

their model on short and noisy social media data, the scalability of their approach to processing such large 

datasets is still unexplored. Chen et al. [24] train a focus model for detecting depression from clinical and 

online interviews. The key finding was that those diagnosed with depression will use more emotional 
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language than those who are not. Bucur et al. [25] in a recent study examined sadness among users during 

COVID-19 for using natural language processing (NLP) based approaches. Yin et al. [26] have used a RNN 

based multimodal model to predict the depression was trained on datasets of online users forum.  

Ahmed et al. [27] concentrated on DL approaches with multiple word insertions to improve training for early 

sorrow identification in SNs. They trained a new word to use the task-specific content for this purpose 

instead. Although employing a neural network model to derive high-quality features, the low efficiency of 

numeric data was largely due to missing attention to temporal dynamics and latent topics. 
Many people with depression and emotional distress, however, are not correctly diagnosed and 

treated and do not seek help. It is important, therefore, that we build a system that can reliably and 

proactively assess these people. Following the design science principles, Singh et al. [28] presented the 

LSTM, a new design using DL relevant to alleviate depression and emotional discomfort. In parallel, the 

model combines general knowledge and domain-specific methods through word embedding and also 

incorporates several parallel LSTM units, a type of DL network. A tool that has been well researched and 

developed so far for detecting depression is voice recognition. Since there are changes in neuromotor 

coordination associated with psychomotor slowing, a core feature of major depressive disorder, articulatory 

coordination features (ACFs) are described. For example, Seneviratne and Espy-Wilson [29] suggested 

creating a general classifier for detecting depression by using a dilated convolutional network trained on 

ACFs from two datasets for depression. ACFs, derived from vocal tract parameters, proved to be effective 

features for depression detection whose notable efficacy was demonstrated in their work. 
 

3.3.  Internet of medical things for depression detection 

It is important to identify with yourself early symptoms of stress and take steps to mitigate them in 

this world. It works with changes in physical conditions in the human body under stress, such as the decrease 

in the palm temperature, the increase in the physical activity, and the increase of sweat rates [30]. Cortisol, 

the main stress hormone, spikes under duress. With the right sensors, these physiological discrepancies could 

be monitored to see if an individual is actually stressed or not. Everyone reacts to stress differently, and it 

often disrupts their regular physiologic functions. An internet of medical things (IoMT)-based early-stage 

stress detection system can detect stress by analyzing cortisol levels, body temperature, movement rate, and 

sweat rate [31]. One example of such devices can be found in [32], which implements a Mamdani-type fuzzy 

logic controller, that is, a neural network-based approach forming more than 200 rules. This data is then sent 
to the cloud for monitoring stress levels in real-time. This enables regular evaluations and necessary 

measures to mitigate any health threats. 

The early-stage stress detection model categories stress level in three ways i.e., low, normal and 

high. It is classified based on the perceptible alteration in the physical condition of the body. One practical 

example is tracking a student’s mental health by their parent or guardian. Running in real-time and with low 

power consumption, the system boasts a number of advantages such as high precision, low risk of systematic 

errors, and cost-effectiveness. 

 

3.4.  Frequently adopted dataset 

In this section, we review studies involving ML and DL methods for depression detection and the 

datasets they utilized. There are several datasets used for depression detection, some of which are listed in 
Table 1 and the most well-known DAIC-WoZ dataset. From the 2020s we find two papers using the DAIC-

WoZ dataset, and from 2018 one paper. This contains clinical interviews of 189 subjects in the form of 

audio/video and transcripts. The data is split into training, testing and development set containing 107, 35, 

and 47 subjects respectively. The CLPsych 2015 dataset consists of filtered public Twitter statuses from 

between 2008 and 2013 collected via the Twitter API along with up to 3000 most recent tweets for the users. 

The dataset includes 477 users with depression, 396 users with PTSD, 873 control users, and those users who 

have anxiety caused by frightening, stressful, or upsetting events. The GPC data set is a large clinical data set 

containing [over 1,300 tran-] scribed psychotherapy notes. Unlike the above datasets, the reddit automated 

depression diagnosis (RSDD) dataset is based on posts written by two groups of Reddit users (a depression 

group of 9,210 users and a control group of 107,274 users). We demonstrate that the DAIC-WoZ and CLPsych 

2015 datasets are popular for depression detection in our research. The Avec2013, Avec2014, and Avec2016 

datasets have also been extensively used across the aforementioned sub-challenges for depression detection. 
Moreover, an open twitter dataset primarily concentrating on depressed users has gathered data from 

500 different users, more than 1 million tweets in total, 334 of users whose condition is classified as sad.  

A human annotator reads through these tweets and verifies that they are in fact the individuals' own 

experiences of depression, not those of their friends or family. Randomly selected, human-analyzed non-

depressed individuals are guaranteed never to have posted a tweet with the term “depress”. We then remove 

users with less than five tweets to remove noise and enhance data validity. 
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Table 1. Dataset adopted in existing implementations 
Dataset Problem tackle Content type 

DAIC-Woc Depression detection Audio, video, text 

AVEC-2013 Depression detection Video 

WU3D Depression detection Picture, text 

AVEC-2016 Depression detection Audio, video 

eRisk 2017 Depression detection Text 

Stressors associated with depression (SAD) Depression detection Text 

Reddit self-reported depression diagnosis Depression detection Video 

General psychotherapy corpus Depression detection Text 

Open sourcing mental illness Screening depression Text 

CLPsych 2015 Depression detection Text 

AVEC-2013 and AVEC-2014 Depression detection Video 

MR, Subj, CR, MPQA, SSST-1, SST-2, TREC Sentence semantic classification Text 

eRisk Early risk detection of depression and anorexia Text 

SST, CVAT Dimensional sentiment analysis Text 

DAIC-WOZ, RAVDESS, AVi-D Clinical depression recognition Audio 

DASS-21 Depression, anxiety, and stress prediction Text 

SAD Depressive symptoms classification Text 

DAIC-WOZ Depression classification Audio 

EEG (HydroCel Geodesic Sensor Net) Mild depression recognition EEG 

AVEC-2017, DAIC-WOZ Depression scale recognition Audio, video, text 

 

 

3.5.  Research gap with tentative solution 

The identified research gap are as follows: 

 Data availability and quality: generally, this could be due to the both limited and imbalanced datasets. 

Data scarcity, particularly for a minority of populations and outgroup (e.g., different age groups and 

cultures) is a common problem. The majority of available data are cross-sectional; they reveal only a 

moment in time of this complex condition. Longitudinal data — data that follows people for long 

periods — might offer more detailed information on how depression begins and changes, which in turn 

could lead to improved models of how to detect it early. Most of the publicly available datasets are 

based on self-reported questionnaires that may take subjective forms and introduce biases to data 

collection. The main challenge is to obtain proper labeling and adding multi-modal data (e.g., 
behavioral data, voice analysis, or physiological signals). 

 Multimodal data integration: depression does not only impact individuals at a psychological level; it 

may also be observed at behavioral level (e.g. different speech patterns, types of facial expressions) and 

also a physiological level (e.g. HR and sleep patterns). Research gap: the effective integration of these 

data types (e.g., text, voice, and biometric data) into ML models is a significant research gap that can 

help improve detection accuracy. Integrating multiple data sources (e.g., electronic health records, 

social media activity, and wearable sensors) necessitates the use of powerful data fusion techniques. 

Methods that can accommodate the complexity and heterogeneity of such data sources need to be 

developed through research. 

 Sensitivity to early detection and predictive accuracy: current ML models are largely focused on 

detecting depression post-diagnosis, while pre-symptomatic (pre-diagnosis) detection remains a major 
gap. Models capable of predicting the onset of depression, which related to identifying subtle early 

symptoms and behavioral changes. The symptoms of depression, particularly in its early stages, can be 

quite mild and easily mistaken for other illnesses. Work is still needed to develop ML models that more 

accurately distinguish between depression and other mental health disorders and from normal variations 

in mood and behaviors. 

The tentative solution to address the above-identified research gap are as follows: 

 The issues pertaining to data availability and quality can be addressed by harnessing the potential of 

NLP. This adoption can significantly address constrained for model transparency as well as restricted 

annotated data. 

 With proven accuracy of DL models, the performance towards early detection can be further improvised 

by investigating and adopting transformer model with attention mechanism. A pre-trained language 
model (PTLM) can be deployed to acquire contextual information for precise and granular 

interpretation of language patterns with complexities. 

 Developing a novel form of framework with PTLM will promote understanding of dynamic discussion 

on social post with all evolving phrases and term with better probability of subtle depression cues. 

 Finally, an extended modelling can be developed for forecasting any possibility of re-occurrence of 

depression in future by amending PTLM. For better accuracy, preprocessing and labelling can be 

carried out to offer more better classification performance. 
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This paper provides a thorough analysis of DL and ML methods for detecting sadness in SN data. 

The main conclusions show that by examining user-generated information, including text, photos, and 

behavioral data on websites like Twitter, Facebook, and Reddit, both ML and DL techniques have shown 

promise in detecting depression. Notably, DL models like transformer models and RNNs as well as methods 

like RF and SVM have demonstrated efficacy in raising classification accuracy. One possible method for 

improving the diagnosis of depression is the integration of multimodal data, which combines physiological, 

audio, and textual information. But there are still issues that impede the field's advancement, mainly with 
regard to data quality, unavailability, and the difficulty of acquiring labeled datasets. 

This study expands on earlier investigations into the use of online behavioral data and social media 

for the identification of depression. The usefulness of UGT for tracking psychological states like depression 

and suicide risk has been shown in previous studies, including those by Ahmed [8] and Castillo-Sánchez et al. 

[9]. Our results support prior investigations while offering fresh viewpoints, especially with the use of 

multimodal data and DL methods to improve prediction accuracy. Our study highlights the possibility of 

using physiological data and voice patterns in depression diagnosis, which can offer a more comprehensive 

approach to understanding mental health through online interactions, in contrast to previous efforts that 

mostly concentrated on text-based analysis. 

 

 

4. CONCLUSION 
In conclusion, there is a lot of potential for using ML and DL to detect depression; however, 

obstacles including data quality, integration, and early detection need to be addressed. We can get closer to 

constructing proactive and efficient mental health diagnostic tools by increasing multimodal integration, 

developing more precise early detection models, and improving data collection techniques. Future studies in 

this area could completely change how we identify and comprehend depression, which will eventually 

improve mental health outcomes for people all across the world. Depression is an ambiguous disease hence 

SN data can not provide direct data to diagnose these kinds of diseases. Researchers in the previous few 

decades have proposed several approaches to detect depression using conventional ML and DL approaches. 

However, such work has yet to be systematically collated to provide a clearer picture. The main aim of this 

article is to provide a review on DL and ML approaches for depression diagnosis and to highlight the 

research efforts made in this area alongside the challenges in existing research. However, reviewing all 
previous studies is out of the scope of this survey. Recommendations: the following considerations will guide 

future investigations: i) unused, irrelevant feature elimination can increase system performance during 

training, ii) more efficient selection of the categorical techniques will help in future categorizations, iii) for 

output assessment in single or hybrid classifiers, ensemble becomes a more feasible option, iv) it is essential 

to have a validated feature selection, v) however, without additional data, the dataset size is much too small, 

vi) meanwhile, to tackle large scale data, DL should embrace unsupervised and semi-supervised learning. To 

conclude, novel techniques where size and diversity of data are considered to be the essences of concern can 

be presented as potential business optimization for DL methods and traditional ML applications to tackle 

class imbalance. Future studies should cross examine results with different metrics of success and share 

statistical results. Future exploration on modern hybrid-cluster approaches to ML and DL can be beneficial in 

large-scale psychosocial data on depression. 
A number of important areas are yet unexplored and need more research. First, it's critical to 

overcome the constraints on the quality and availability of datasets. In order to reflect the dynamic nature of 

depression, future research might concentrate on developing more varied and longitudinal datasets. 

Furthermore, integrating multimodal data—text, audio, visual, and physiological signals—offers intriguing 

possibilities. However, more research is required to create reliable data fusion methods that can manage such 

a wide range of data kinds. Moreover, while current models focus on post-diagnosis detection, future studies 

should prioritize early detection methods to identify subtle, pre-symptomatic signs of depression. Lastly, 

applying unsupervised and semi-supervised learning techniques to large-scale data could help address issues 

related to labeled data scarcity and improve model generalization. 
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