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 The textile industry is a significant contributor to environmental pollution 

due to its wastewater, which contains hazardous substances such as dyes, 
heavy metals, and chemicals that can severely harm aquatic ecosystems. 

Effective management of this wastewater is crucial to mitigate its 

environmental impact. This study focuses on classifying industrial liquid 

waste data using the K-medoids clustering method, chosen for its robustness 
to noise and outliers compared to K-means. To address challenges in 

wastewater data processing, such as missing values and varying data scales, 

two approaches are compared: replacing missing values with zero and  

K-nearest neighbors (KNN) imputation, alongside Z-score normalization for 
data uniformity. The clustering quality is evaluated using the Davies-

Bouldin index (DBI) for cluster variations of k=2, 3, 4, and 5. The results 

show that the best clustering quality is achieved at k=2, with the smallest 

DBI values obtained using KNN imputation (0.139) and zero replacement 
(0.149). The superior performance of KNN imputation highlights its 

effectiveness in handling missing data. These findings provide valuable 

insights into the characteristics of textile industry wastewater pollution, 

offering a robust framework for effective wastewater management. The 
study concludes with practical recommendations for policymakers and 

industry stakeholders to adopt advanced data-driven approaches for 

sustainable wastewater treatment strategies. 
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1. INTRODUCTION  
Effluent, particularly from the textile industry, represents a critical environmental issue with 

significant global implications. The textile industry produces wastewater containing hazardous substances 

such as synthetic dyes, heavy metals, and other chemicals, which can severely pollute aquatic ecosystems if 

not managed properly [1]. This type of waste not only threatens aquatic biodiversity but also poses risks to 

human health, primarily through the contamination of drinking water and the food chain [2]. According to a 

United Nations report, more than 80% of industrial wastewater is discharged into rivers and oceans without 

adequate treatment, leading to environmental pollution and contributing to approximately 50% of global 

https://creativecommons.org/licenses/by-sa/4.0/
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child deaths due to water-related diseases [3]. Consequently, effective effluent management has become a 

priority to safeguard both the environment and public health. 

To address this issue, various approaches have been employed, particularly through the application 

of data analysis techniques such as data mining and machine learning. These techniques enable the 
identification of patterns and characteristics in effluent data, which can be used to optimize wastewater 

treatment and disposal processes. Methods such as clustering and classification have proven effective in 

categorizing and predicting waste types based on parameters like pH, BOD (biochemical oxygen demand), 

COD (chemical oxygen demand), and heavy metal concentrations [4]. To address this issue, various 

approaches have been employed, particularly through the application of data analysis techniques such as data 

mining and machine learning. These techniques enable the identification of patterns and characteristics in 

effluent data, which can be used to optimize wastewater treatment and disposal processes. Methods such as 

clustering and classification have proven effective in categorizing and predicting waste types based on 

parameters like pH, BOD, COD, and heavy metal concentrations [5]. However, a significant challenge in 

managing textile industry effluent lies in the incompleteness of data and the high variability of effluent 

parameters. Effluent datasets often contain missing values and exhibit varying scales, which can compromise 

the accuracy of analytical results [6].  

This study proposes the use of the K-medoids algorithm for clustering wastewater data. Prior to 

clustering, two methods for handling missing data will be compared: K-nearest neighbor (KNN) imputation 

and the replacement of missing values with zero. Additionally, data normalization using the Z-Score method 

will be applied to ensure uniformity in the scale of variables [7]. Several previous studies have developed 

methodologies for wastewater data analysis. For instance, random forest was employed to predict surface 
water quality in India, demonstrating superior performance compared to methods such as artificial neural 

network (ANN) and support vector machine (SVM) [8]. Furthermore, gradient boosting, particularly 

CatBoost, was identified as the optimal model for regression analysis and classification of wastewater data, 

achieving a perfect receiver operating characteristic- area under the curve (ROC-AUC) score of 1.0 [9]. In 

the context of clustering, AGNES (agglomerative nesting) exhibited the highest performance with a purity 

score of 0.955, while DBSCAN proved effective in handling noisy data [10]. However, these studies did not 

specifically address the challenges of missing data handling and data normalization in the context of 

clustering textile industry effluent. Other relevant studies have explored imputation methods for water quality 

data. For example, a comparative study evaluated various imputation techniques, including inverse distance 

weighting (IDW), random forest regressor (RFR), and K-nearest neighbors regressor (KNNR), and found that 

over 76% of imputation results were deemed "satisfactory," with IDW yielding the best outcomes [11]. 

Similarly, another investigation examined the effectiveness of imputation techniques in water distribution 

systems, concluding that the success of these techniques heavily depends on the specific case, the chosen 

method, the chosen method, and the parameters of the dataset [12]. Additionally, a comprehensive review 

highlighted various approaches to handling missing data in environmental studies, emphasizing the 

importance of selecting appropriate methods to preserve data integrity [13].  

The primary contribution of this study is to compare the effectiveness of KNN imputation and the 

replacement of missing values with zero in the context of clustering wastewater data. The research employs 
the K-medoids algorithm to cluster effluent data based on key parameters such as temperature, pH, BOD, and 

conductivity. The quality of the clustering results is then evaluated using the DBI. The objectives of this 

study are threefold: (i) to identify the most effective method for handling missing data, (ii) to develop an 

accurate clustering model, and (iii) to provide actionable recommendations for more efficient effluent 

management. The potential benefits of this research include enhancing the efficiency of wastewater treatment 

processes in industrial settings, reducing the environmental impact of pollution, and establishing a foundation 

for the development of advanced methods for effluent data analysis. 

 

 

2. METHOD  
This research utilizes data obtained from Kaggle in CSV format and processes it using machine 

learning methods. The dataset consists of 20 attribute columns and 620 rows, although not all attributes are 

used in the data processing. Only those attributes related to textile industry wastewater data are processed 

further. As shown in Figure 1, this stage of the process is referred to as data preprocessing. At this stage, 

irrelevant or unnecessary data will be removed, while relevant data will be selected for use in the next steps. 

The water quality causal inference dataset is a comprehensive collection of data designed to explore causal 

relationships between various water quality parameters and the factors influencing them. This dataset 
typically includes detailed information on water pollution levels, environmental conditions, and the effects of 

human activities, such as industrial discharge and agricultural runoff, on water quality. It serves as a critical 

resource for understanding how these variables impact the health and sustainability of aquatic ecosystems. 
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However, the dataset may contain noise, errors, inconsistencies, exceptions, or missing values. These issues 

can introduce confusion and inaccuracies during the pattern identification process in data mining. To address 

missing values, imputation methods were implemented. Imputation is one of the methods employed to handle 

missing values in the data by providing an accurate estimate of those values [14], [15]. 

 

 

 
 

Figure 1. Research stages 
 

 

2.1.  Handling missing data with KNN imputation 

In this study, KNN imputation was employed to handle missing values due to its ability to produce 

accurate estimates by leveraging information from the nearest neighbors in the feature space [14]. This 

technique fills missing values by calculating the average (or mode) of the k nearest neighbors with complete 

values, thereby maintaining the integrity of the dataset and improving the performance of analytical models 

[16]. The process involves three steps: (i) calculating the Euclidean distance between data points with 

missing values and the rest of the dataset, (ii) selecting the KNN with complete values based on the 

calculated distance, and (iii) imputing the missing values using the average (or mode) of the selected 

neighbors. The effectiveness of KNN Imputation was evaluated using root mean square error (RMSE), which 

measures the accuracy of the imputed values and facilitates comparisons between methods [17], [18]. RMSE 

serves as a critical metric for assessing the performance of imputation techniques in addressing missing value 

problems. 
 

2.2.  Handling missing data (replacing missing values with zero) 
The second method involves replacing missing values with zero, where each missing value in each 

attribute is substituted with zero without considering the underlying data distribution pattern [19]. While this 

approach is simpler, it may introduce bias if the missing values are not randomly distributed. This method is 

particularly useful in scenarios where computational efficiency is prioritized over precision. 

 

2.3.  Data normalization 
Data normalization was performed to ensure uniformity in the scale of the data, avoid bias in 

distance calculations, and improve the accuracy of imputation results. The Z-score normalization method was 

applied, transforming the data into a normal distribution with a mean of 0 and a standard deviation of 1 [20], 

[21]. The formula for Z-score normalization is as follows: 

 

Z 
= (𝑋−𝜇)

σ
 (1) 

 

where Z is the normalized value, X is the original value, μ is the mean of the dataset, and σ is the standard 

deviation of the dataset. 

For KNN Imputation, normalization was performed before imputation because KNN relies heavily 
on distance metrics (e.g., Euclidean or Manhattan) to calculate proximity between data points. If the scales of 

the variables differ significantly, variables with larger scales may dominate the distance calculation, leading 

to biased imputation results. In contrast, for the method of replacing missing values with zero, normalization 

was applied after imputation to ensure all data points (including imputed values) were on the same scale. 
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2.4.  Clustering with K-medoids algorithm 
The K-medoids algorithm was selected for clustering the wastewater data due to its robustness in 

handling noise and outliers [22]. Unlike K-means, which uses centroids, K-medoids selects actual data points 

(medoids) as cluster representatives. A medoid is the data point within a cluster that has the minimum total 
distance to all other points in the cluster, making it more representative and less sensitive to outliers  

[23]–[25].The K-medoids clustering process begins with the initialization step, where K-medoids are 

randomly selected from the dataset. Next, in the assignment step, each data point is assigned to the nearest 

medoid using Euclidean distance, which is calculated as: 
 

𝑑(𝑥, 𝑦) =  ‖𝑥 − 𝑦‖ =√∑ (𝑥𝑖 − 𝑦𝑖)2 ; 1,2,3, … . 𝑛𝑛
𝑖=1  (2) 

 

where x and y represent data points, and n is the number of dimensions. After assigning all data points to 

their nearest medoids, the update medoids step is performed by selecting a new medoid within each cluster 

that minimizes the total distance to all other points in the cluster. Finally, the algorithm iterates between the 

assignment and update steps until the medoids no longer change or a predefined stopping criterion is met. 
This iterative process ensures that the clusters are optimized and representative of the underlying data 

structure. 
 

2.5.  Cluster evaluation using Davies-Bouldin index 
The quality of the clustering results was evaluated using the DBI. DBI measures the effectiveness of 

clustering by calculating the ratio of within-cluster scatter to between-cluster separation. A lower DBI value 

indicates well-separated and compact clusters, while a higher value suggests overlapping or poorly defined 

clusters [26]. The calculation of the DBI value can be expressed as follows: 
 

DBI=
𝟏

𝐧
  ∑

𝑚𝑎𝑥
𝑗 ≠ 1

𝑛
𝑖=1 (

𝑆𝑖+𝑆𝑗

𝑑𝑖𝑗
) (3) 

 

where: Si is the size (variance) of cluster i, dij is the distance between cluster centers I and j, and n is the 

number of clusters. 

 

 

3. RESULTS AND DISCUSSION  

3.1.  Data preprocessing 
The initial stage of this study involved preprocessing the raw data to ensure its suitability for further 

analysis. The dataset, obtained from Kaggle, consists of 620 data points with various attributes relevant to 

industrial wastewater quality. As illustrated in Figure 2, only specific attributes were selected for analysis, 

including temperature, dissolved oxygen (DO), pH, conductivity, and BOD. These parameters were chosen 

due to their significant impact on water quality and environmental health. For instance, temperature 

influences chemical reactions in wastewater, with higher temperatures indicating thermal pollution [27]. 

Similarly, DO levels serve as a critical indicator of organic pollution, while pH and conductivity provide 

insights into the suitability of water for aquatic life [28]. BOD levels, on the other hand, reflect the extent of 

organic pollution, with higher values indicating stronger pollution due to accelerated bacterial growth and 

oxygen depletion [29]. 
 
 

 
 

Figure 2. Water quality dataset 
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3.2.  Handling missing values and data normalization 
The dataset contained missing values, as illustrated in Table 1, which could affect the accuracy and 

reliability of the analysis. To address this, two methods were applied: (i) replacing missing values with zero 

and (ii) KNN imputation. KNN imputation was chosen for its ability to estimate missing values based on the 

nearest neighbors, preserving the relationships between variables. Additionally, Z-score normalization was 

applied to rescale the data, ensuring that all attributes had a mean of 0 and a standard deviation of 1 (Table 2). 

This step was crucial to prevent attributes with larger scales from dominating the analysis, especially in 

distance-based methods like KNN. 

 

 

Table 1. Dataset with missing value 
No Temperature 

(Min) 

Temperature 

(Max) 

Dissolved 

oxygen 

(Min) 

Dissolved 

oxygen 

(Max) 

pH 

(Min) 

pH 

(Max) 

Conductivity 

(Min) 

Conductivity 

(Max) 

BOD 

(Min) 

BOD 

(Max) 

1 24 27 3.2 6.5 7 8 245 5160 1.6 3.2 

2 26 29 3 6.8 6.9 7.8 599 1179 1.9 4.6 

3 18 24 4.2 6 7.2 8.2 28000 56900 2.4 2.8 

... ... ... ... ... ... ... ... ... ... ... 

77 24 32 6 6.8 7.1 7.8 NaN NaN 8 16 

78 21 31 7 7.2 7.1 7.8 NaN NaN 2 2.8 

… ... ... ... ... ... ... ... ... ... ... 

110 20 30 5.4 8.2 7.3 8.4 413 1038 1 2.5 

111 22 35 2.6 7.7 7.1 8.5 440 1360 8 29 

112 NaN NaN 6.2 7.8 7.2 8 289 812 3.5 4.5 

113 NaN NaN 3.9 7.2 7.6 8.2 329 488 3.2 4.8 

114 20.4 32 6.5 7.2 7 7.9 860 1360 4 9 

115 NaN NaN 6.3 8 7 7.8 280 785 3.4 4.6 

... ... ... ... ... ... ... ... ... ... ... 

617 22.0 32.0 8.8 9.8 7.0 7.6 311.0 422.0 2.7 7.3 

618 7.0 16.0 7.1 8.1 6.9 7.6 13.0 29.0 1.0 1.1 

619 9.0 24.0 7.2 8.2 6.9 7.6 20.0 36.0 1.0 1.8 

620 8.0 18.0 7.1 8.5 6.9 7.9 16.0 73.0 1.0 1.6 

616 22.0 31.0 5.2 9.7 7.2 8.5 252.0 826.0 1.8 4.1 

 

 

Table 2. Normalization Z-score 

No 
Temperature 

(Min) 

Temperature 

(Max) 

Dissolved oxygen 

(Min) 

Dissolved 

oxygen (Max) 

pH 

(Min) 

pH 

(Max) 

Conductivity 

(Min) 

Conductivity 

(Max) 

BOD 

(Min) 

BOD 

(Max) 

1 0.47 -0.38 -0.26 -0.04 -0.04 -0.06 -0.22 0.48 -0.39 -0.36 

2 0.90 0.17 -0.34 0.08 -0.04 -0.47 -0.03 -0.13 -0.32 -0.31 

3 -0.82 -1.20 0.18 -0.24 -0.04 0.35 14.30 8.39 -0.19 -0.37 

... ... ... ... ... ... ... ... ... ... ... 

77 0.47 0.99 0.97 0.08 -0.04 -0.47 NaN NaN 1.19 0.07 

78 -0.17 0.72 1.41 0.24 -0.04 -0.47 NaN NaN -0.29 -0.37 

... ... ... ... ... ... ... ... ... ... ... 

110 -0.39 0.44 0.71 0.64 -0.04 0.75 -0.13 -0.15 -0.54 -0.38 

111 0.04 1.82 -0.52 0.44 -0.04 0.96 -0.12 -0.10 1.19 0.51 

112 NaN NaN 1.06 0.48 -0.04 -0.06 -0.20 -0.18 0.08 -0.31 

113 NaN NaN 0.05 0.24 -0.04 0.35 -0.17 -0.23 0.00 -0.30 

114 -0.30 0.99 1.19 0.24 -0.04 -0.26 0.10 -0.10 0.20 -0.16 

115 NaN NaN 1.11 0.56 -0.04 -0.47 -0.20 -0.19 0.05 -0.31 

116 -1.68 -1.47 2.03 1.25 -0.04 -0.06 -0.25 -0.25 -0.54 -0.43 

... ... ... ... ... ... ... ... ... ... ... 

617 0.04 -3.39 1.46 0.60 -0.04 -0.87 -0.34 -0.30 -0.54 -0.43 

618 -3.12 -1.20 1.50 0.64 -0.04 -0.87 -0.34 -0.30 -0.54 -0.40 

619 -2.74 -2.84 1.46 0.76 -0.04 -0.26 -0.34 -0.30 -0.54 -0.41 

620 -2.96 0.99 2.20 1.29 -0.04 -0.87 -0.18 -0.24 -0.12 -0.22 

 

 

Normalization is important, considering that Table 1 contains data with larger value scales. If the 
data is not normalized before the imputation process, it can negatively impact the resulting RMSE value. 

Without normalization, the KNN model tends to give more weight to attributes with larger scales, which can 

lead to less accurate predictions and increased estimation error. After that, the existing dataset continues with 

processing using KNN imputation. Meanwhile, in the process of replacing missing values with zero, 

normalization is performed after filling in the value of 0. 
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3.3.  KNN imputation, root mean square error 
The presence of missing data is a serious problem, as it can affect the accuracy of data-based 

analyses and decisions. Therefore, it is urgent to perform missing value imputation using the KNN method. 

This method not only helps fill in the missing values based on the closest relevant data but also maintains the 
integrity and relationships between variables in the dataset. 

Figure 3 shows the performance of the KNN model measured using RMSE. The model was tested 

with various values of K, namely 1, 5, 10, 15, and 20, to determine the optimal value of K that provides the 

lowest prediction error in Table 3. When K=1, the RMSE was 0.884, indicating a high error rate due to the 

KNN model's sensitivity to noise at low K values. Increasing K to 5 reduced the RMSE to 0.613, improving 

prediction accuracy. At K=10 and K=15, the RMSE stabilized at 0.618 and 0.607, respectively, with K=15 

yielding the lowest RMSE and thus the most accurate predictions. However, increasing K to 20 slightly 

raised the RMSE to 0.621, showing that too many neighbors can reduce model accuracy. Therefore, K=15 

was selected as the optimal value for the next stage. 

 

 

 
 

Figure 3. Water quality dataset 

 

 

Table 3. Value RMSE 
Value K RMSE 

1 0.884 

5 0.613 

10 0.618 

15 0.607 

20 0.621 

 
 

3.4.  Clustering K-medoids 
After the normalization stage, KNN imputation and imputation testing with RMSE are performed. 

The next step is clustering experiments using the K-medoids method, starting with testing various values of 

K (the number of groups) for the DBI to determine the optimal number of clusters for grouping industrial 

waste. DBI is used as an evaluation metric to determine the quality of the resulting clustering. In general, the 

lower the DBI value, the better the quality of the formed clusters, as it indicates that the clusters are 

significantly distant from each other and that the data within each cluster is more uniform. 

From the results in Tables 4(a) and 4(b), it can be seen that data processing with imputation reduces 

the resulting DBI index value. This indicates that the KNN Imputation method is superior and can be used in 

comparison to data without imputation. In a study, imputation methods such as KNN have been shown to 

provide better results in terms of data representation compared to replacing missing values with fixed 

numbers, such as zero, which often do not reflect the true condition of the data [30]. The analysis results 

based on the table show a comparison of the DBI on the test data using two approaches: KNN imputation and 

replacing missing values with zero. In the KNN imputation approach (Table 4(a)), the best (lowest) DBI 

value is obtained at K=2, with an index of 0.139, indicating better clustering quality than other K values. 

Meanwhile, in the approach of replacing missing values with zero (Table 4(b)), the best DBI value is also 

found at K=2, but with an index of 0.149. Overall, the DBI value at each K for the approach with KNN 

Imputation is lower than that without imputation. This indicates that using KNN Imputation improves 

clustering quality, making it more optimal than without the imputation process. 
After determining the value of k=2 from the KNN imputation results, the clustering results of the 

dataset using the K-medoids algorithm can be obtained such as Figure 4. Based on Table 5, the results of the 

normalization or standardization of the original DO data indicate that higher DO values in water reflect better 

water quality, as more oxygen is available for living organisms. Therefore, Cluster_0, which has a higher 
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maximum DO range compared to Cluster_1, can be indicated as a cluster with better water quality. 

Meanwhile, Cluster_1, which has a lower maximum DO value, likely indicates lower water quality or higher 

levels of organic pollution, as dissolved oxygen tends to deplete during the decomposition of organic 

materials. 

 

 

Table 4. DBI testing with (a) KNN imputation and (b) replace missing value with zero 

(a) 
Value K DBI index 

2 0.139 

3 0.192 

4 0.161 

5 0.156 
 

(b) 
Value K DBI index 

2 0.149 

3 0.192 

4 0.172 

5 0.220 
 

 

 

 
 

Figure 4. Example of clustering results for the DO attribute 
 

 

Table 5. K-medoid clustering results 
Cluster model Attribute name cluster_0 cluster_1 

Cluster 0: 553 items 

Cluster 1: 67 items 

Total number of items: 620 

Temperature (Min) 0.042 -2.964 

Temperature (Max) 0.993 -2.843 

Dissolved Oxygen (Min) 2.202 1.456 

Dissolved Oxygen (Max) 1.286 0.763 

pH (Min) -0.040 -0.041 

pH (Max) -0.872 -0.263 

Conductivity (Min) -0.184 -0.338 

Conductivity (Max) -0.244 -0.297 

BOD (Min) -0.120 -0.541 

BOD (Max) -0.219 -0.410 

 

 

Based on the existing results, Cluster_0 shows better water quality despite having a higher 

temperature, with higher DO levels and lower BOD. In contrast, Cluster_1 shows poorer water quality, with 

low DO and high BOD, indicating greater organic pollution. This difference suggests that Cluster_1 is likely 

more polluted compared to Cluster_0. 
 

3.5.  Implications and future work 
The results of this study have several important implications. First, the use of KNN Imputation and 

Z-score normalization significantly improved the accuracy and reliability of the clustering analysis. Second, 

the K-Medoids algorithm proved effective in handling noisy data and identifying clusters with distinct water 

quality characteristics. These findings can inform decision-making in industrial wastewater management, 

particularly in identifying pollution sources and implementing targeted mitigation strategies. 

However, this study has limitations. The dataset, while comprehensive, is limited to specific 

geographic regions and may not fully represent global wastewater conditions. Future research could expand 

the dataset to include additional regions and explore other clustering algorithms, such as DBSCAN or 

hierarchical clustering, to further validate the findings. Additionally, integrating real-time monitoring systems 

could enhance the practical applicability of the proposed methods. 
 

 

4. CONCLUSION 
This study addresses the critical issue of textile industry wastewater management by comparing two 

methods for handling missing data replacing missing values with zero and KNN imputation followed by 
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clustering using the K-medoids algorithm. The research demonstrates that KNN imputation, particularly at 

k=15, achieves the lowest RMSE value (0.607), highlighting its effectiveness in accurately estimating 

missing values. Furthermore, clustering experiments reveal that KNN Imputation at K=2 yields the optimal 

DBI value of 0.139, indicating well-separated and uniform clusters. These findings underscore the 
importance of selecting appropriate parameters, such as the number of neighbors (k) and clusters (K), to 

ensure optimal clustering quality. By providing a clear separation between clusters and insights into the 

characteristics of textile industry wastewater, this study offers a robust framework for improving waste 

management strategies and reducing environmental impact. Future research could explore the integration of 

real-time monitoring systems and the application of other clustering algorithms, such as DBSCAN or 

hierarchical clustering, to further validate and enhance these findings. Ultimately, this work contributes to the 

broader field of environmental science by offering practical solutions for sustainable industrial practices. 
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