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 Real-time Sistem Isyarat Bahasa Indonesia (SIBI) sign language recognition 
plays a crucial role in improving accessibility for individuals with hearing 
and speech impairments. Despite advancements in SIBI recognition 
research, challenges remain in ensuring model stability and accuracy in real-

time settings, particularly in handling gesture variations and classification 
inconsistencies. This study addresses these challenges by developing a 
convolutional neural network-support vector machine (CNN-SVM) 
combination model, integrating MediaPipe for hand coordinate extraction, 
CNN for feature extraction, and SVM for classification. To improve 
generalization and prevent overfitting, data augmentation is applied to 
expand the dataset. The model's performance is further enhanced through 
hyperparameter optimization (HPO) and post-processing techniques such as 
multi-window majority voting (MWMV) and SymSpell. Experimental 

results show that the CNN-SVM model trained on augmented data with 
HPO achieves 91% testing accuracy, outperforming both standalone CNN 
and SVM models. Furthermore, MWMV improves recognition stability, 
while SymSpell enhances spelling errors, ensuring more meaningful outputs. 
The system is integrated with OpenCV for real-time recognition, but current 
deployment remains limited to local execution. Future work will focus on 
developing lightweight models for web-based and mobile applications, 
making the system more accessible and scalable. 
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1. INTRODUCTION 

Communication is a fundamental aspect of human life that enables social interaction, information 

exchange, and self-expression [1]. However, limitations in communication are a big challenge for individuals 

with hearing and speech impairments. These barriers create a gap that further complicates their participation 

in society. Based on the World Report on Hearing (WRH) published by the World Health Organization 

(WHO), people with hearing and speech impairments still experience limitations in communication, which 

impacts their accessibility in various aspects of life [2]. 

Sign language is a key solution in helping deaf and speech impaired people to communicate. 

However, the different sign language systems in different countries and the lack of public understanding of 

sign language are still issues in realizing inclusive communication. In Indonesia, there are two sign language 
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systems used, which are Bahasa Isyarat Indonesia (BISINDO) and Sistem Isyarat Bahasa Indonesia (SIBI) 

[3]. BISINDO translates a single word from spoken Indonesian according to its context, then followed by a 

gesture that describes the situation at that time [4]. In contrast to BISINDO, SIBI is more natural and 

versatile in translating spoken language to sign language [5]. SIBI maintained the grammatical structure of 

Indonesian, including prefixes and suffixes on each word. SIBI has been established as an official sign 

language system in the education curriculum for deaf and speech impaired students in special schools based 
on the Minister of Education and Culture Decree Number 0161/U/1997 [6]. 

Currently, society still faces a challenge in understanding sign language. This challenge emphasizes 

the need for a solution that can bridge communication between deaf and speech impaired people and society. 

One such approach is sign language recognition (SLR), a technology that converts sign language gestures 

into text or voice to enable more inclusive communication. Through the SLR system, individuals without 

sign language skills can more easily understand the messages conveyed by sign language users. In addition, 

this technology also has the potential to be an effective learning tool for society in learning sign language. 

Research on SLR, especially SIBI, has been conducted with various approaches. We found that 

previous research on Indonesian sign language recognition explored various feature extraction methods and 

classification models. Feature extraction and classification in sign language recognition play an important 

role in improving accuracy and efficiency for interpreting signs [7]. Traditional machine learning-based 

models, such as support vector machine (SVM) and decision tree (DT) have been applied in SIBI alphabet 
classification. Nugraha et al. [8] implemented DT and C4.5, showing that DT achieved 77.82% accuracy, 

while C4.5 obtained 71.09% with the best performance at 250 nodes. Insani et al. [9] used leap motion 

control as a tool to perform feature extraction, resulting in 63 point coordinates (x, y, z) which were then fed 

into the SVM classification model and resulted in 96.2% accuracy. Furthermore, Veeraiah et al. [10] 

demonstrated the effectiveness of SVM in SLR, using MediaPipe for hand landmark feature extraction and 

SVM as the main classifier. The model was able to recognize letters and words in SIBI with 99.8% accuracy, 

making it one of the most stable methods in sign language classification. 

Other than traditional machine learning methods, deep learning is also widely explored for SLR. 

Handayani et al. [11] implemented MediaPipe to perform feature extraction, resulting in 42 coordinate points 

(x, y) which were then input into a backpropagation based artificial neural network (ANN) model. This 

model achieved 86.26% accuracy with the optimal configuration of learning rate 0.1, momentum 0.1, and 
epoch 700. Bagaskoro et al. [12] proposed feed-forward neural network (FFNN) and multi layer perceptron 

(MLP) to classify SIBI alphabet. The dataset used consisted of 32,850 digital images of the SIBI alphabet, 

which were converted into numerical parameters. The results showed that MLP gave an accuracy of 85.46%, 

while FFNN only reached 81%. Moving away from the ANN model, Sihananto et al. [13] used convolutional 

neural network (CNN) to perform feature extraction which was then continued into a fully connected layer 

with SoftMax activation function as a classification model that achieved an accuracy of up to 93.29%. This 

research shows that CNN can recognize hand gestures well but still faces challenges in distinguishing letters 

that have similar hand shapes. Limantara and Tristianto [14] also adopted a similar approach, but before 

feeding into the CNN model for feature extraction, the images were processed using grayscale and Gaussian 

blur to improve the quality of the features resulting in 99% accuracy, suggesting that the combination of 

preprocessing and CNN can increase the effectiveness in recognizing sign language. Furthermore, Afkaar 
[15] tried to combine MediaPipe and CNN to perform feature extraction, which was then continued into a 

fully connected layer with SoftMax activation function as a classification model. The results showed that the 

accuracy reached 96.1% on the testing data.  

Seeing the potential for further development in SLR, more complex models began to be adopted to 

overcome the challenges that still exist in SLR systems. For example, Suharjito et al. [6] developed a transfer 

learning-based model with inflated three-dimensional (3D) CNN, which allows the system to recognize sign 

language gestures with 97.5% accuracy. In addition, Handayani et al. [16] compared ResNet-50 and 

EfficientNet-B0 in SIBI alphabet classification, finding that EfficientNet-B0 with data augmentation 

achieved the highest accuracy of 98.3%. Furthermore, Suyitno et al. [17] implemented YOLOv8 to detect 

sign language gestures in real-time, using a dataset that includes 107 vocabulary and 7 affix classes. The 

system can recognize up to 100 words under optimal lighting conditions, but the detection accuracy drops to 

58.02% under low lighting conditions. 
Although various approaches have been taken in SLR research, especially SIBI, there are still some 

limitations that need to be addressed to improve accuracy, stability, and efficiency in real-time scenarios. 

Previous research in SLR shows that most models still use a single model, such as SVM, ANN, or CNN. 

Several previous studies have proven the effectiveness of each model. Handayani et al. [11] and Sihananto et al. 

[13] show that CNN can recognize spatial patterns from hand gestures well. However, this model still has 

difficulty in distinguishing letters that have similar hand gestures. On the other hand, Insani et al. [9] and 

Veeraiah et al. [10] showed that SVM has high stability in the classification of SIBI letters and words. By 
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looking at the capabilities of each model, a combination approach of CNN as a feature extractor and SVM as 

the main classifier can provide a more optimal solution.  

Furthermore, it is known that SLR systems suffer from fluctuating prediction results, mainly due to 

changes in lighting, camera angle, or variations in hand position, which can destabilize the system in real-

time scenarios [18]. However, there has not been much previous research applying post-processing strategies 

to address this issue. Wahid et al. [19] showed that multi-window majority voting (MWMV) can improve 

stability in electromyography (EMG) signal-based classification. MWMV works by using information from 
various window sizes simultaneously so that the prediction becomes more stable and does not depend only on 

one frame. Additionally, errors in the transcription of sign language classification results are still a challenge 

that has not been studied much in previous research. Audah et al. [20] compared SymSpell and Damerau-

Levenshtein Trie (DLTrie) in Indonesian spelling correction. The results showed that SymSpell is faster and 

more accurate with a runtime of only 0.39 ms per word compared to 44.15 ms per word for DLTrie. The 

research shows Symspell has the potential to improve the transcription quality of sign language classification 

results, with the aim of reducing spelling errors that arise due to inaccurate model predictions. 

Besides classification and post-processing aspects, dataset selection is also an important factor in 

improving SLR systems. Afkaar [15] developed MediaPipe and CNN models for SLR and achieved high 

accuracy, but there is a tendency to experience overfitting due to the small number of datasets. In fact, this 

dataset has a complete alphabet class and enough variety to potentially be a strong baseline for this research. 

The overfitting problem will be addressed by applying data augmentation to improve model generalization. 
The application of augmentation allows the model to learn from a wider variety so that it can handle 

differences in lighting, hand orientation, as well as user variations which were previously limitations in 

Afkaar's research. 

Based on the limitations found in previous studies, this research proposes MediaPipe and the 

combination of CNN with SVM as a solution to improve the accuracy and stability of real-time SLR systems. 

MediaPipe is used to extract hand point coordinates, which are then processed by CNN for feature extraction, 

and then classified using SVM to improve robustness to dataset variations. Furthermore, to ensure prediction 

stability in real-time scenarios, MWMV is applied as a post-processing strategy to reduce fluctuations in 

classification results between frames and improve overall system stability. In addition, SymSpell is also used 

to reduce errors in the transcription of the classified text so that the system is not only better at recognizing 

gestures, but also more stable and efficient for real-time applications. The system will be integrated with 
OpenCV to handle image processing straight from the camera. Through this approach, this research aims to 

improve classification accuracy, prediction stability, and transcription error so that this SLR system can be 

better and more efficiently applied in the real world. 

 

 

2. METHOD 

This research conducted several experiments with CNN, SVM, and CNN-SVM combination models 

using Afkaar's dataset [21] as the baseline dataset which can be accessed through this link 

https://www.kaggle.com/datasets/mlanangafkaar/datasets-lemlitbang-sibi-alphabets. The research stages are 

shown in Figure 1, which includes data preprocessing by performing data augmentation, extraction hand 

point coordinates with MediaPipe, feature extraction using CNN, and classification with SVM. The model is 
evaluated using accuracy metrics and training and loss plots, then MWMV and SymSpell post-processing are 

applied. The final stage is the integration of the real-time SLR with OpenCV. 

We constructed eight experimental variants to evaluate the impact of data augmentation, HPO, and 

classifier selection on SIBI sign language recognition. The purpose of these experiments is to determine 

whether SVM outperforms SoftMax as a classifier and whether data augmentation improves generalization to 

find the most effective approach towards sign language recognition. The experimental setup and model 

variations are detailed in Table 1. 

 

 

Table 1. Summarize of experimental setups 
Experiment Dataset Feature extractor Classifier Hyperparameter optimization (HPO) 

1 Baseline CNN (Base model) Softmax No 

2 Baseline CNN (HPO) Softmax Yes 

3 Baseline - SVM Yes 

4 Baseline CNN (HPO) SVM Yes 

5 Augmented CNN (Base Model) Softmax No 

6 Augmented CNN (HPO) Softmax Yes 

7 Augmented - SVM Yes 

8 Augmented CNN (HPO) SVM Yes 
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Figure 1. General process experiment 

 
 

2.1.  Data preprocessing 

Data preprocessing is conducted by performing data augmentation. Data augmentation was 

performed to increase the amount and the model's ability to generalize in recognizing the data [22]. Various 

augmentation techniques were applied, such as rotation=40°, width shift=0.2, height shift=0.2, shear=0.2, 

zoom=0.2, and horizontal flip. This augmentation process helps the model adapt to position variations, 

making it more robust in handling diverse real-world conditions. Afterward, the dataset was displaced to 

ensure an optimal balance for model training and evaluation. The augmented training data is divided into 

training and validation sets at a ratio of 8:2, to ensure that the model learns effectively and is validated 

regularly to prevent overfitting. Then, the original validation data is combined with the original testing data 

to form a new testing set. In this study, the augmented data results will not be included in the testing set to 
maintain the integrity of the evaluation process and ensure that the model is evaluated using only the original 

data. 

 

2.2.  Extract hand point coordinates 

We are using MediaPipe as it is a well-proven extraction method especially for hand gesture 

recognition in a real-time context. MediaPipe can detect 21 points on one hand by projecting the key 

positions of each finger, palm, and wrist, as shown in Figure 2. The choice of using 21 hand landmarks is 

based on its effectiveness in gesture-based human-computer interaction (HCI). In this study, we use 

MediaPipe to extract 42 coordinate points (x, y) from one hand. Extracting 42 coordinate points can increase 

precision in gesture recognition. The 42 coordinate points will be reshaped into the form (21, 2), where each 

hand point consists of x and y coordinates. The extracted (21,2) coordinate matrix serves as the input for the 

feature extraction stage, where a CNN 1D model processes the hand trajectory data for classification [23]. 
 

 

 
 

Figure 2. The 21 hand landmarks localized by MediaPipe 
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2.3.  Feature extraction 

At this stage, the results of extracting hand point coordinates with MediaPipe will be entered into 

the CNN1D model for feature extraction. CNN1D is used because of its ability to handle sequential data, 

such as hand gestures [24]. Feature extraction in this process aims to identify patterns and features that are 

important in recognizing each hand movement in sign language so that the model can more accurately 

distinguish the movements of each class [25]. 

There are two CNN1D architectures used in this research. The first architecture refers to the base 
model adapted from research conducted by Afkaar [15]. In the second architecture, we performed HPO 

through RandomSearchCV method with parameters filters=[32, 64, 128], kernel size=[3, 5], learning 

rate=[0.001, 0.0005, 0.0001], batch size=[64, 128], and epochs=[100, 150]. We limited the number of 

CNN1D layers to 3 layers and found that the best CNN1D model is with parameters filters=128, kernel 

size=5, learning rate=0.001, batch size=128, and epochs=150. 

 

2.4.  Classification 

After the process of feature extraction, the classification of hand gestures is done by the SVM model 

[10], [26]. In this stage, we also use RandomSearchCV to perform HPO with kernel parameters=[linear, rbf, 

poly, sigmoid], gamma=[scale, auto], degree=[2, 3, 4, 5], coef=[0.1 - 1], and C=[0.001, 0.01, 0.1, 1, 10, 100]. 

We performed HPO twice, namely for the baseline dataset and the augmented dataset. On the baseline 

dataset, the best SVM model is obtained with kernel parameters=linear, gamma=scale, degree=4, coef=0.2, 
and C=10. Meanwhile, for the augmented dataset, the best SVM model is obtained with kernel parameters = 

linear, gamma=auto, degree=2, coef=0.8, and C=100. 

 

2.5.  Model evaluation 

In the evaluation stage, the performance of the model will be examined in two ways: first, with the 

accuracy metric and second, by analyzing accuracy and loss function plot during the training process. The 

accuracy metric will show how well the model classifies the sign language into the right class [27]. 

Meanwhile, the plot can provide insight into how well the model learns and identify problems such as 

overfitting and underfitting [28]. 

 

2.6.  Post-processing 
In this experiment, post-processing techniques are used to improve the real-time SIBI SLR system 

to make the system more consistent and robust. There are two methods, which are MWMV and SymSpell. 

MWMV is a strategy that combines classification results from multiple overlapping data windows to improve 

gesture recognition accuracy [19]. Real-time systems often perform predictions in a short and continuous 

time which causes inconsistent prediction results. Therefore, in this study, each window is set within 2 

seconds to collect multiple prediction results. The final prediction result displayed will be determined based 

on the prediction that appears most often or with the highest frequency. An illustration of the MWMV 

method can be seen in Figure 3. 

Although the consistency of prediction has improved by using MWMV, some misclassification is 

still possible which will lead to errors in spelling. To address this, we added the SymSpell method. SymSpell 

is a method used for spelling correction that is well-known for its high performance and speed [20], making it 
suitable to be applied to real-time systems. If the resulting spelling is not correct, SymSpell will suggest the 

closest valid word according to the Kamus Besar Bahasa Indonesia (KBBI). An illustration of the SymSpell 

method can be seen in Figure 4. 
 

 

 
 

Figure 3. Illustration of MWMV method 
 

 

 
 

Figure 4. Illustration of SymSpell method 
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2.7.  System integration with OpenCV 

In this final stage, we integrated the SIBI SLR system with OpenCV for real-time gesture 

recognition. OpenCV is used to capture and process images so as to recognize hand gestures therefore 

allowing non-verbal interaction with computers [29], [30]. This will ensure that the user can interface with 

the system through a camera that will capture the hand gestures of the user and provide results in the form of 

live letter recognition. The integration steps are shown in Figure 5. The system started by capturing image 
per frame from videos, then it will be processed sequentially into CNN-SVM classification model to 

identified hand gestures. To enhance prediction stability, an MWMV and SymSpell technique has been used 

as a post-processing method, and the final processed text is displayed on the user interface and provide real-

time feedback. 

 

 

 
 

Figure 5. Real-time integration feedback flow 
 

 

3. RESULT AND DISCUSSION 

3.1.  Data preprocessing 
After augmentation, the amount of data in the dataset has increased significantly. The dataset that 

originally consisted of 1,092 images for training data, 220 images for validation data, and 26 images for 

testing data, is now expanded to 5,497 images in training data, 1,387 images in validation data, and 246 

images for testing data. This adjustment ensures that each class has a more balanced number of samples so 

that the model can learn from a wider variety and improve its generalization ability. In addition, increasing 

the amount of testing data allows for a more representative evaluation of the model, reducing the risk of 

overfitting that arises from a too limited amount of data [31]. Figure 6 shows an example of data 

augmentation results. 

 

 

 
 

Figure 6. Example of data augmentation result 
 
 

3.2.  Model performance analysis 

Evaluation of model performance in SLR is an important step to determine the effectiveness of the 

approach used in this study. Comparisons were made on various model configurations, including CNN base 

model [15], CNN with HPO, SVM as the classifier, and a combination of CNN (HPO)+SVM. Moreover, this 
experiment also evaluates the impact of data augmentation on model performance in training, validation, and 

testing data. Table 2 shows the comparison of training, validation, and testing accuracy for each model 

configuration, both on the baseline dataset (without augmentation) and the augmented dataset. 
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Table 1. Comparison of model accuracy for each experiment 
No Experiment Training accuracy Validation accuracy Testing accuracy 

1 Baseline dataset + CNN (Base model) 94.1% 88.8% 96.1% 

2 Baseline dataset + CNN (HPO) 99.7% 96.1% 100% 

3 Baseline dataset + SVM  100% 97% 100% 

4 Baseline dataset + CNN (HPO)+SVM 100% 98% 100% 

5 Augmented data + CNN (Base model) 96.8% 90.4% 77.5% 

6 Augmented data + CNN (HPO) 95.1% 95.8% 90.1% 

7 Augmented data + SVM 95% 87% 84% 

8 Augmented data + CNN (HPO)+SVM 100% 96% 91% 

 

 

Based on Table 2, accuracy tends to decrease after data augmentation. This is due to the increase in 

dataset size, which makes it more difficult for the model to effectively extract features from each image. 

However, despite the slight decrease in accuracy, the augmented dataset is still better than the baseline 

dataset because data augmentation helps improve the generalization of the model. With augmentation, the 

model is forced to learn from a wider range of variations, such as flipping, rotation, and scale, thus improving 

its ability to recognize sign language gestures under real-world conditions [32]. Althnian et al. [33] 

mentioned that small datasets can cause overfitting and hinder the model's ability to generalize to new data. 

Therefore, the use of data augmentation plays an important role in increasing the model's robustness to input 

variations. Additionally, although data augmentation helps improve generalization, its impact may vary 

depending on the complexity of the model, the quality of the dataset, and the preprocessing techniques used. 

In some cases, non-optimized models may struggle to adapt to the increased diversity in the augmented data, 
leading to slight fluctuations in accuracy. This highlights the importance of balancing dataset expansion with 

proper hyperparameter tuning, as excessive augmentation without optimization can increase computational 

complexity without significant performance gains. 

In addition, the experimental results also show that applying HPO using RandomSearchCV can 

significantly improve the accuracy of the model on both the baseline and augmented datasets. This shows 

that HPO is effective in determining the best parameters for the model, as also discovered in the study of 

Erden et al. [34]. Models optimized with HPO showed consistent performance improvement, especially on 

more varied datasets after augmentation. The effectiveness of HPO is especially noticeable after data 

augmentation, where the complexity of the dataset increases. Without optimization, models may struggle to 

efficiently extract relevant patterns from more diverse datasets, leading to performance inconsistencies. 

However, HPO helps stabilize learning by selecting optimal hyperparameters, ensuring that the model 

remains robust even when trained on larger and more complex datasets. 
Furthermore, when compared between the CNN, SVM, and CNN-SVM combination models, the 

results show that the CNN-SVM combination has better performance than the single model. On the baseline 

dataset, the difference in performance between models may not be very noticeable because the dataset size is 

too small so that all models tend to overfitting with very high accuracy reaching 100%. However, on the 

augmented dataset, there is an increase in accuracy from CNN (90.1%) and SVM (84%) to 91% with the 

CNN-SVM combination. This result further strengthens the theory put forward by Khairandish et al. [35] 

which states that the CNN-SVM combination can improve accuracy compared to using CNN and SVM 

separately. The improved performance of CNN-SVM on augmented data shows that this combination model 

is more robust in handling hand gesture variations, as CNN efficiently extracts spatial features, while SVM 

performs well in high-dimensional classification tasks. Moreover, the combination reduces misclassification 

errors, especially in cases where several sign gestures share similar visual characteristics, proving its 
effectiveness in real-world applications. 

Moreover, if we look at the accuracy and loss plots during the training process, we can get an insight 

into the stability of the training and the ability of the model to generalize. The accuracy and loss plot 

comparison are shown in Figure 7. Specifically, Figure 7(a) presents the accuracy and loss plot for 

experiment 1, Figure 7(b) presents the accuracy and loss plot for experiments 2 and 4, Figure 7(c) presents 

the accuracy and loss plot for experiment 5, and Figure 7(d) presents the accuracy and loss plot for 

experiments 6 and 8.  

Based on Figures 7(a) to 7(c), it can be seen that the training process is not stable, characterized by 

significant fluctuations. This pattern indicates that the model has not been able to achieve convergence well, 

and there are indications of overfitting in the experiment. This can be attributed to the baseline dataset being 

too small so that the model tends to memorize the training data without being able to recognize new patterns. 

In addition, the training accuracy and loss continues to decrease but the validation accuracy and loss remain 
fluctuating illustrates that the model has difficulty in generalizing the validation data. 

In contrast to the previous results, Figure 7(d) shows that the training process is more stable with a 

smoother accuracy and loss plot that tends to converge. This indicates that the model is better able to 
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generalize the data and does not experience excessive fluctuations during the training process, which has 

been shown to improve model stability and maximize the training process. This finding is in line with 

research conducted by Rao [36], which shows that HPO plays an important role in determining the optimal 

parameters to improve model generalization in deep learning-based classification. The smoother convergence 

seen in Figure 7(d) suggests that HPO not only fine-tunes the hyperparameters but also helps in achieving a 

better balance between underfitting and overfitting. The ability of the model to generalize well without sharp 
fluctuations is crucial for real-time applications, where consistency and reliability in predictions are essential 

for user interaction and practical deployment. 

From the analysis that has been presented, it can be concluded that the best model is found in 

experiment 8, which is a model that combines CNN (HPO) with SVM using augmented data. This model was 

chosen as the best model because it has the most stable training process and produces 91% testing accuracy 

on augmented data. After this, the best model will be used in the development of the real-time SIBI SLR 

system to ensure the system can run stably and accurately in real-world scenarios. 

 

 

  
(a) 

 

(b) 

 

  
(c) (d) 

 

Figure 7. Plot accuracy and loss training and validation (a) experiment 1, (b) experiment 2 and 4,  

(c) experiment 5, and (d) experiment 6 and 8 

 

 

3.3.  Post-processing result 

The stability of sign language recognition results is an important factor in real-time systems. The 

application of MWMV is done to overcome classification instability due to rapid frame changes [19]. Figure 8 

shows the hand gesture recognition results. Specifically, Figure 8(a) shows the hand gesture recognition 

results without MWMV and Figure 8(b) shows the hand gesture recognition results with MWMV. 

Based on Figure 8(a), without the use of MWMV, the recognition results are very unstable, with 

letters constantly changing in each frame. As a result, the recognized letters cannot be properly arranged into 

meaningful words or sentences. This is due to the similarity in the shape of some hand gestures in the SIBI 

alphabet which causes the model to often misrecognize letters in too fast frame changes. 

In contrast to Figure 8(b), after applying MWMV, the recognition results become more stable and 

consistent. Through the MWMV method, the system can filter out the most frequent classification results 

within a 2s period so that the recognized letters are more appropriate and can be arranged into correct words, 
such as “HALO” in Figure 8(b). Thus, the use of MWMV not only improves the stability of the SLR system 

but also provides better user experience. This result is in line with the research conducted by Padfield et al. 
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[37] and Wahid et al. [19], which showed that MWMV is effective in correcting classification errors in real-

world scenarios. The increased stability provided by MWMV is particularly important in real-time 

applications, where continuous motion and environmental factors can cause classification inconsistencies. By 

reducing recognition fluctuations, MWMV helps to minimize classification errors caused by temporary hand 

position changes or motion blur, thus ensuring that the system remains reliable under various conditions. 

 

 

  
(a) (b) 

 

Figure 8. Recognition result (a) without MWMV and (b) with MWMV 

 

 

Although MWMV has improved recognition stability, there are still spelling errors that require 

additional correction. Therefore, the SymSpell method is applied as an additional post-processing stage to 

correct spelling errors that occur during classification. Figure 9 shows the hand gesture recognition results. 

Specifically, Figure 9(a) shows the hand gesture recognition results without SymSpell and Figure 9(b) shows 

the hand gesture recognition results with SymSpell.  

Based on Figure 9(a), before the application of SymSpell, the system recognized the word as 

“KAEBAR” which does not match the desired word. This error occurs due to unstable letter recognition in 
some frames so that the system produces an incorrect arrangement of letters. After the SymSpell method is 

applied, the system can correct the recognition result into a more appropriate word, namely “KABAR” as 

shown in Figure 9(b). 

The success of this correction shows that the integration of SymSpell in the system can increase the 

model's resistance to spelling errors so that the recognition results become more accurate and easier to 

understand. This is in line with the research of Rivera-Acosta et al. [38] which shows that the application of 

spelling correction in sign language translation systems can increase the model's robustness to variations in 

input letters. By automatically correcting misclassified words, SymSpell ensures that recognition errors do 

not significantly impact the meaning of the output, making the system more practical for real-world use. This 

improvement is particularly important in real-time scenarios, where small variations in hand gestures or 

momentary recognition errors can lead to incomprehensible results, highlighting the important role post-
processing plays in maintaining system reliability. 

 

 

  
(a) (b) 

 

Figure 9. Recognition result (a) without SymSpell and (b) with SymSpell 
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By applying MWMV and SymSpell as post-processing methods, the system becomes more stable in 

composing meaningful words. This is especially important in real-time applications as errors in recognition 

can be corrected immediately, resulting in a more natural and user-friendly output. These two methods ensure 

that even if there are variations in hand gestures or misclassifications, the recognition results remain 

appropriate and form a meaningful word. 
 

3.4.  System integration  

After all the systems have been successfully created, the last step is to integrate all the main 
components with OpenCV so that they can be recognized in real-time. This integration allows the real-time 

SIBI sign language recognition application to capture and recognize the user's hand movements directly. 

Figure 10 shows the appearance of the application that has been integrated. Through this integration, the 

application can recognize real-time hand gestures from camera (webcam) input, translate them into letters, 

and assemble them into a word, such as “APA KABAR”. MWMV and SymSpell methods also makes sure 

the assembled letters to words are meaningful. This allows the application to not only recognize gestures 

accurately but also provide output that is more natural and easily understood by the user. 

These findings have significant implications for the development of real-time assistive 

communication technologies, particularly for individuals with hearing and speech impairments. The 

successful integration of CNN-SVM with OpenCV, MWMV, and SymSpell demonstrates that a hybrid 

approach can improve accuracy, stability, and usability in real-world applications. Moreover, with the system 

now fully integrated and capable of recognizing sign language in real-time, it can serve as a practical tool for 
facilitating more inclusive communication, bridging the gap between sign language users and the public, and 

supporting educational environments where learning sign language is essential. 
 
 

 
 

Figure 10. Result of system integration 

 
 

4. CONCLUSION 

SLR is essential in bridging communication gaps for individuals with hearing and speech 

impairments, enabling greater accessibility and inclusion in daily interactions. However, achieving stable and 

accurate real-time recognition remains a challenge, particularly in handling gesture variations and 

classification inconsistencies. This research successfully developed a real-time SIBI SLR system by 

integrating MediaPipe for hand point coordinate extraction, CNN for feature extraction, and SVM for 

classification. The study demonstrates that the CNN-SVM combination outperforms individual models, 

achieving 91% accuracy on the augmented dataset, which is higher than CNN (90.1%) and SVM (84%). The 

application of HPO using RandomSearchCV has also been shown to enhance model stability and 

generalization, ensuring robust performance under different conditions.  

In addition, MWMV effectively reduces classification inconsistencies, making recognition results 
more stable, while SymSpell enhances spelling error, leading to more coherent and meaningful outputs. 

These findings highlight the importance of combining deep learning and machine learning techniques to 

enhance real-time sign language recognition. However, the current implementation is limited to local 

execution using OpenCV, restricting accessibility on web-based and mobile platforms. Future research 

should focus on developing lightweight models for broader accessibility, while maintaining an optimal 

balance between computational efficiency and classification accuracy. 

Although independent models are often considered sufficient, this study shows that combination 

approaches, such as CNN-SVM, can improve accuracy and robustness, especially when integrated with post-

processing techniques such as MWMV and SymSpell. These results reinforce the potential of integrating 

real-time sign language recognition into assistive communication technologies, contributing to a more 
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inclusive and accessible digital environment. Moreover, the combination of feature extraction, classification, 

and post-processing methods in this study provides a solid foundation for improving real-time sign language 

recognition, making interactions smoother and more effective for users. 
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