
Indonesian Journal of Electrical Engineering and Computer Science 

Vol. 39, No. 3, September 2025, pp. 1846~1854 

ISSN: 2502-4752, DOI: 10.11591/ijeecs.v39.i3.pp1846-1854      1846 

 

Journal homepage: http://ijeecs.iaescore.com 

SDN multi-access edge computing for mobility management 
 

 

Sri Ramachandra Lakkaiah1, Hareesh Kumbhinarasaiah2 
1Department of Computer Science and Engineering, Government SKSJTI, Bengaluru, India 

2Department of Computer Science and Engineering, K. R. Pet Krishna Government. Engineering College, Mandya, India 

 

 

Article Info  ABSTRACT 

Article history: 

Received Dec 2, 2024 

Revised Apr 8, 2025 

Accepted Jul 2, 2025 

 

 In recent trends, multi-access edge computing (MEC) is becoming a realistic 

framework for extensive social networking. The rapid proliferation of 

internet of things (IoT) devices has led to an unprecedented increase in data 

generation, placing significant strain on conventional cloud computing 

infrastructure. MEC also supports ultra-reliable and low latency 

communications (URLLC) by delivering information and computational 

resources more quickly to mobile users. As a result, the need for low-latency 

and reliable communication has become paramount. This paper proposes an 

MEC architecture that integrates software defined networking (SDN) and 

virtualization techniques, where MEC enables the orchestration and 

organization of mobile edge hosts (MEH). Furthermore, the proposed MEC-

SDN design minimizes latency while ensuring consistent ultra-low latency 

communications. The result analysis clearly demonstrates that the proposed 

MEC-SDN model achieves latency of 6-14 ms, bandwidth of 5.2 Mbits/sec, 

and SDN-BWMS of 5.4 Mbits/sec, outperforming the existing SDN-Mobile 

Core Network model. Mobile edge systems are enabled in this research to 

provide mobility support for users. 
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1. INTRODUCTION 

SDNs are novel network architectures that feature a separate data plane and a control plane for 

management, along with a logically centralized controller [1]. SDN can access global topology through SDN 

controllers which make forwarding decisions based on flow tables [2]. The centralized logical controller 

maintains a global view of the entire network, enabling the controller to make better decisions than 

traditional research [3]. Abstraction has enabled the network to manage applications deployed over the 

controller for open flow switches, preventing vendor lock-in [4]. The SDN controllers include platforms that 

support dynamic access control, server load balancing, network virtualization, and green network architecture 

[5], [6]. The routing mechanism is a crucial aspect of network resource optimization, and it is challenging to 

achieve optimal performance with distributed routing approaches [7]. Traditional networks, with their 

uncontrollable distributed routing schemes, often result in wasted resources [8]. SDNs offer insights into 

network routing schemes, with existing methods utilizing deep learning models that have outperformed 

traditional machine learning approaches [9]. The centralized controller in SDNs manages network resources 

efficiently and supports traffic control, enhancing network routing performance [10]. The demand for traffic 

has increased dramatically, especially with network applications. SDN networks handle large volumes of 

traffic demands arriving within short periods, necessitating a centralized control plane to complete path 

assignments [11]. Therefore, traffic and network sizes have increased significantly in the last decade, with 
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centers now including hundreds of switches [12]. SDN techniques enable the network to operate at near-full 

capacity, implying that network controllers are required for re-optimization processes [13]. Significant 

changes in traffic, such as those caused by network failures, require efficient and fast routing optimization 

techniques to manage large volumes of traffic demands [14]. Addressing the challenges posed by large-scale 

SDN models is critical [15]. 

Shah et al. [16] developed an end-to-end mobility support architecture that integrated SDN with 

cloud-native virtualization models, which consisted of containers with multi-access edge computing (MEC) 

architecture. This facilitated orchestration and management of mobile edge hosts (MEH). The developed 

model focused primarily on providing end-to-end support in terms of mobility. It showed improvements in 

performance, specifically in bandwidth and latency. The SDN-MEC model required to maintain continuous 

service as mobile users were transitioned from one process to another. Additionally, the resource-efficient 

design of the model mitigated resource constraints imposed by the mobile network bandwidth limitations. 

This resulted in decreased performance, increased latency, and reduced overall system efficiency. Silva et al. [17] 

developed a hybrid software-defined networking for 4G and 5G. SDN brought mobile networks from 

network operators with multiple end-to-end users. The hybrid SDN-mobile core network (MCN) operated 

with 4G and 5G, integrated with support for traffic offloading and capabilities from both 3GPP and non-

3GPP technologies. The developed model also handled mobility with IP flows, Wi-Fi latency, LTE 

throughput, and Wi-Fi throughput. The integration of 4G and 5G networks with Wi-Fi and other non-3GPP 

technologies introduced complexity in managing user mobility. Miriyala and Sairam [18] developed a fully 

homomorphic encryption algorithm, which was a simple dual-key model designed for encryption within a 

complex hybrid structure. The simple dual-key method was used to perform fully homomorphic encryption, 

which supported the complex hybrid structure. This scheme incorporated a double decryption method using 

fully homomorphic encryption. The model was implemented with these schemes, and SDN controllers were 

placed in the MANET environment. SDN enabled the administrator to handle network security through the 

controller, providing continuous protection for the entire network and device data. As the network size 

increased, the computational overhead and key management complexity also increased, potentially leading to 

reduced performance and increased security vulnerabilities. 

Devi and Jaison [19] developed an SDN-based model for performing a mechanism that was 

implemented on a network route for analysis. The SDN implementation was based on the WSN mechanism, 

which helped improve and maintain the QoS under constraints. The hybrid clone node detection (HCND) 

model detected cloned nodes in the wireless network. An efficient clone detection model was used to 

proactively eliminate clone attacks. Therefore, clones were detected locally through geographical regions, 

making the verification process cost-effective. However, energy efficiency was limited by the distributed 

protocol, which impacted the performance analysis. Additionally, the limited energy resources of WSN nodes 

worsen this issue, leading to reduced detection accuracy and increased false positives. Khan and Akhunzada [20] 

developed a highly scalable and efficient hybrid DL-based SDN model for detecting malware using the 

framework. 

The developed model leveraged IoT resources that were constrained in the devices without 

exhausting them. The dataset used was from a publicly available source. The proposed technique showed 

better performance in terms of standard metrics compared to existing models. The model exhibited low 

computational complexity but posed challenges for devices with limited processing capabilities. This resulted 

in delayed detection and response times while compromising the security and integrity of the data. Min et al. [21] 

demonstrated an SDN-Orchestrated artificial intelligence-empowered framework for intrusion detection in 

cyber-physical systems. This research paper presented a Cu-BLSTMGRU detection framework for IoT-based 

industrial networks with limited resources, which was driven by DL and influenced by SDN. With the 

combined power of these two advanced technologies, the former was linked to the anomaly detection 

segment, and the latter was responsible for resource allocation to optimize the framework's compatibility for 

resource-constrained networks, maximizing the system’s capability. Furthermore, SDN provided DL with 

unified operational integration, enhancing the threat detection capabilities of the DL-based anomaly detection 

framework. However, it remained challenging to propose a security solution for IoT setups with limited 

resources. Additionally, the computational complexity of Cu-BLSTMGRU and the communication overhead 

of SDN did not compromise energy efficiency. 

A hybrid framework combining SDN controllers with DL approaches namely, convolutional neural 

networks (CNN) and bidirectional long short-term memory (BiLSTM), was proposed by Rbah et al. [22]. 

This method presented a special combination that mde IoMT security management dynamic and effective. 

The system provided a comprehensive threat detection solution by handling various IoMT data formats 

through the integration of CNN and Bi-LSTM. The security landscape for healthcare IoT systems was 

dynamic and this hybrid solution adjusted with ease. Because of the complexity of IoMT networks, this 

research necessitated investigation into a hybrid SDN-based DL framework. However, the suggested DL 

system demanded more time for model training due to feature self-learning and weight adaptation. 
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Furthermore, as IoMT networks expanded, the framework's scalability and resource intensity grew concerns 

which caused an increment in latency and energy consumption. An effective enhanced crowd search 

algorithm with DL-driven cyberattack detection (ECSADL-CAD) model for SDN-enabled IoT environment 

was presented by Motwakel et al. [23]. The primary aim of ECSADL-CAD was to recognize and categorize 

cyberattacks in the SDN-enabled IoT. In order to achieve this, the data was pre-processed using the 

ECSADL-CAD model, after which the reinforced deep belief network (RDBN) model was used to detect 

attacks. Finally, the ECSA-based hyperparameter procedure was carried out for improved security. The 

computational intensity of ECSADL-CAD resulted in increased energy consumption, particularly in 

resource-constrained IoT devices. The contributions of this research are noted as follows: 

− This research proposes MEC structure that combines SDN and cloud-native virtualization methods. The 

MEC method is employed to enable the orchestration of MEH. 

− The developed structure primarily focuses on end-to-end mobility support, which is essential to 

maintain service continuity when mobile users transfer data to one another. 

− To handle mobility support, mobile edge systems are provided to users, specifically measured in terms 

of latency, bandwidth, and SDN-BWMS. 

The further organization of the research is as follows: section 2 outlines the proposed methodologies 

and the block diagram used in SDN networks. Section 3 details the integration of MEC-SDN for mobility 

management, while section 4 presents the results and discussion of the proposed method and finally, section 

5 concludes the research. 

 

 

2. PROPOSED METHOD 

The block diagram of the MEC-SDN model is shown in Figure 1. It consists of the following steps: 

SDN integration, which includes QoS management and UE mobility management, dynamic routing, and ME 

app mobility. The integrated part is connected to a northbound interface that includes a controller and open 

flow simulator. The steps involved in network initialization are the orchestrator, RYU controller, and nodes, 

which are described as follows: 

 

 

 
 

Figure 1. Block diagram of the MEC-SDN model 

 

 

2.1.  Orchestrator 

Mobile edge computing (MEC) represents a significant advancement in cloud services [24], offering 

dynamically constructed dedicated services based on specific request types and contexts. However, 

transportation services and contexts are not always installed at the nearest MEC, which presents a challenge 

by primarily reducing the massive bandwidth usage to the cloud while improving the connection speed to the 

user. MEC is deployed at a low cost, utilizing resource-constrained, affordable devices. However, these 

devices suffer from security issues, and the hardware platform lacks security mechanisms. The 

synchronization among the MEH produces the network which is related to the conclusion that directs towards 

an update [25]. 

The MEH plays a crucial role in the MEC architecture by maintaining the overall view of the MEH. 

It is organized within the MEC framework, which consists of all the topology data arranged in the MEH. The 
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ME services and available resources are structured in such a way that the MEO must select the most suitable 

MEH for executing application relocation. This decision is based on various constraints, including available 

services, latency, and resources, among others. 

 

2.2.  RYU controller 

The RYU controller provides support for the latest open flow structures. The RYU controller [26] is 

known as an open SDN designed to enhance network operations. Meter tables are implemented, which limit 

the rate but allow distinct services, as they receive support from the controller. The potential benefits are 

enhanced with the migration service, applied to a realistic scenario where the DRS runs as a container over 

workstations. The RYU controller is an SDN controller designed to increase network agility, enabling it to 

manage and adapt traffic accordingly. The SDN controller operates in an environment primarily focused on 

communicating information, which is relayed to the routers and switches. The RYU controller supports NTT, 

which includes cloud data centers and relevant software components defined in application programming 

interfaces (APIs). This makes it easier for developers to create and manage new networks and control 

applications. This approach helps organize and customize components, deploying them to meet specific 

needs. Developers can quickly modify existing components by implementing their own solutions to ensure 

the underlying network meets the application's demands. 

 

2.3.  Nodes 

There are two nodes divided substantially from each other which introduced the utility of linux 

traffic control (LTC). Linux offers a rich set of tools for managing, transmitting, and manipulating packets. 

The larger Linux community is familiar with these tools, which are used to manage and firewall packets. The 

model provides hundreds of network services that run the system. While many within the Linux community 

are aware of the power offered by the control subsystem for traffic. The LTC manages the scheduler used to 

replicate an accurate MEH deployment model. Several works have focused on facilitating the relocation 

among MEC nodes, transferring data from conventional nodes. Various fundamental networks related to 

MEH enable low-latency services. MEC traces the radio access network (RAN) and traffic control (TC), 

which requires the Linux Utility [27]. The model gains the ability to configure the kernel scheduler, offering 

distinct options that are familiar features of Linux. Linux utilizes simulation tools to show packet delay for 

both UDP and TCP applications. The developed model limits the bandwidth usage specific to services, 

simulating internet connections such as Cable, T1, and DSL. Consequently, Debian Linux has emerged, 

bundling the IP route for running the installed applications. 

Every network administrator has access to the traffic control command, a tool that does not allow 

the admin to configure the kernel packet scheduler or simulate packet delay. It shows packet loss for 

UDP/TCP applications or limits bandwidth usage for a specific service. Through this process, better testing 

must be performed for applications with poor configurations and inconsistent networks. 

 

 

3. MOBILITY MANAGEMENT BASED ON MEC-SDN 

Mobility management is broadly defined as the process of creating and managing mobility at both 

the system and customer levels, with the goal of improving efficiency, affordability, and public 

transportation. The mobility features in MEC prevent the fast path that reserves the distribution process, 

incorporating sections for service migration. Service migration, particularly in real-time services, requires 

mobility features within MEC to address the complexities of handover management. To this end, SDN is 

developed as a mobility management application that transfers MEH along with ME applications to ensure 

low-latency procedures. The SDN application utilizes ME services offered by MEP, such as RNIS and LS, to 

collect updated data from the radio base station based on channel conditions, which in turn load the MEH for 

service migration [28]. 

 

3.1.  Migration management 

Service migration management is used in SDN applications to enable low latency and ensure 

seamless application procedures. The SDN controller displays radio network information, with RNIS and LS 

services remaining continuous. The model organizes and anticipates the need for application relocation, 

triggering the migration procedure. The MEP notifies the controller of the target MEH to instantiate the 

applications. Various communication methods exist between the SDN controller and the target MEP. 

Migration strategies are commonly applied across campus, enterprise, WAN, carrier, and service provider 

networks, with best practices based on initial experiences and documented solutions. These practices are 

divided into separate migration and pre-migration planning phases, where migration is impacted by services 

available during the pre-migration phase. Anticipated disruptions require alternative solutions, and post-
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migration and pre-migration checklists ensure continuous service. In case of unexpected issues, procedures 

should be in place to revert to the original network to resolve migration problems or service degradation. 

The migration phase is recommended for operators who manage the entire network and troubleshoot 

the migrated network. It involves timely upgrades and version control for protocols, such as OpenFlow.  

A dummy service is continuously created to check service availability as the migration process occurs. The 

model minimizes or prevents service disruptions by utilizing migration tools and operational tools. Ideally, 

the migration process exploits the benefits of SDN based on deployment. There are three categories of tools: 

monitoring, management, and configuration tools for verification and testing. These tools are used to detect, 

quantify, and report on network performance, ensuring quality of service. Configuration and management 

tools assist with migration-related configurations and provide support for rollback. Verification and testing 

tools are employed to validate OpenFlow controller and switch implementations. Several commercial and 

open-source tools are available to perform migrations from SDN. The evaluation of these tools is based on 

their ability to meet migration requirements, including support for protocol versions by multiple vendors. 
 
 

4. RESULTS AND DISCUSSION 

The performance evaluation is conducted on my system equipped with 8GB of RAM and an Intel Core 

i5 processor. The performance of the proposed research is evaluated under distinct system settings, focusing on 

bandwidth. The bandwidth of the model ranges from 50 Mbps to 100 Mbps, simulating network congestion 

conditions. Two nodes are physically separated to introduce delay, using utility information from linux traffic 

control (TC). Linux TC configures the kernel packet scheduler, realistically replicating the deployment scenario 

of MEH. The following parameters are used to evaluate the performance of the MEC-SDN model. 

 

a) Latency 

Time delay, referred to as the cause and effect of physical changes in the system, is known as 

latency (L). In a network, it typically represents the time taken for data to reach its destination. Thus, latency 

is expressed as (1). 

 

𝐿 = 𝑇𝑖𝑚𝑒 𝑡𝑜 𝑠𝑒𝑛𝑑 𝑟𝑒𝑞𝑢𝑒𝑠𝑡 + 𝑡𝑖𝑚𝑒 𝑡𝑜 𝑟𝑒𝑐𝑒𝑖𝑣𝑒 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 (1) 
 

b) Bandwidth 

The maximum amount of data transmitted in each time interval is referred to as bandwidth (𝐵). 

Additionally, bandwidth is often incorrectly associated with internet speed, as it is essentially focused on the 

volume of information. Thus, bandwidth is expressed as (2). 
 

𝐵 =
𝑡𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎 𝑡𝑟𝑎𝑛𝑠𝑓𝑒𝑟𝑟𝑒𝑑

𝑡𝑖𝑚𝑒 𝑡𝑎𝑘𝑒𝑛
 (2) 

 

c) SDN-BWMS 

The SDN-bandwidth management system (SDN-BWMS) is a network management framework that 

applies SDN principles to efficiently allocate and manage bandwidth resources in a network. SDN-BWMS 

optimizes bandwidth utilization, ensures QoS, and provides scalable and flexible bandwidth management. 

The efficiency of SDN-BWMS is calculated using bandwidth utilization efficiency (BUE), which is 

expressed as (3). 
 

𝐵𝑈𝐸 = (
𝑡𝑜𝑡𝑎𝑙 𝑢𝑠𝑒𝑑 𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ

𝑡𝑜𝑡𝑎𝑙 𝑎𝑣𝑎𝑖𝑙𝑎𝑏𝑙𝑒 𝑏𝑎𝑛𝑑𝑤𝑖𝑑𝑡ℎ
) × 100 (3) 

 

4.1.  Quantitative analysis 

This section presents the results of the MEC-SDN model in terms of latency, bandwidth, and SDN-

BWMS. The current research moved away from the coverage area, with the network operating over a period 

of 0 to 60 seconds, demonstrating lower latency compared to conventional cases. Figure 2 provides a 

graphical representation of the latency evaluation when compared to the existing and MEC-SDN models. 

The existing model demonstrated an improvement in migration performance, as the SDN controller 

was initiated with the migration service and triggered to MNO C, which showed a higher computational load 

compared to MNO B. Conventional case 1 provided information about the services that were not migrated, 

with the vehicle serving the remote cloud, as seen in the existing models. Conventional case 2 did not 

account for the available or required resources for initiating service migration and performed better compared 

to the existing models. The SDN controller responds to requests by allocating the installed bandwidth with 

the new rule for idle computational resources. Figure 3 compares the bandwidth performance of the existing 

and MEC-SDN models. 
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The SDN controller responds to changes and installs the flow for the relocated application session, 

limiting the allocated bandwidth to a range of 5 Mbps to maintain service continuity. Latency is induced 

during migration as a service by the proposed DRS, which showcases lower results compared to cloud-based 

service migration. Figure 4 provides a comparison of the bandwidth with respect to the existing methods. 

 

 

 
 

Figure 2. Evaluation of Latency compared with the existing and the MEC-SDN model 

 

 

 
 

Figure 3. Comparison of Bandwidth with the existing and the MEC-SDN model 

 

 

 
 

Figure 4. Comparison of the Bandwidth with respect to the existing methods 
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4.2.  Comparative analysis 

The SDN controller reacts to changes by installing the flow, which relocates the ME application as a 

session and limits the bandwidth to 5 Mbps to maintain the service. The migration of the sample container 

consists of images with sizes of 123 MB and 296 MB, which are induced with the service. The proposed 

DRS method demonstrates migration performance that shows a lower rate compared to cloud-based 

migration. The existing copy and transfer techniques, supported by Linux and Docker, are also considered. 

Table 1 presents the comparative analysis in terms of bandwidth, latency, and SDN-BWMS. 

SDN and cloud-native virtualization have enabled the maintenance of continuous service during 

relocations. The existing approach achieves a latency of 6-16 ms, a bandwidth of 4.8-5 Mbits/sec, and SDN-

BWMS of 8 Mbits/sec. The existing hybrid SDN provides mobile network operators with SDN when end-to-

end users fail to operate, resulting in a latency range of 13.6 ms to 30.1 ms. In contrast, the MEC-SDN model 

achieves latency between 6-14 ms, a bandwidth of 5.2 Mbits/sec, and SDN-BWMS of 5.4 Mbits/sec. 

 

 

Table 1. Comparative analysis 
Method Latency Bandwidth SDN-BWMS 

Shah et al. [16] 6-16 ms 4.8-5Mbits/sec 8Mbits/sec 

Silva et al. [17] 13.6 to 30.1ms - - 

Proposed 6-14 ms 5.2-5.1 Mbits/sec 5.4 Mbits/sec – 4.8 Mbits/sec 

 

 

4.3.  Discussion 

From the overall analysis, this research establishes the efficiency of the MEC-SDN model in 

minimizing latency and enhancing bandwidth. The result output shows that the proposed MEC-SDN achieves 

a minimum latency of 6-14 ms and a bandwidth of 5.2 Mbits/sec, which is better than the existing methods. 

Moreover, this research builds upon previous methods on MEC and SDN, which have independently 

demonstrated their capacity to enhance overall performance. By integrating MEC-SDN, this research 

produces a comprehensive output for effective and scalable management. The results of this research align 

with existing methods, such as those by Shah et al. [16] and Silva et al. [17], who also discovered the 

advantages of MEC and SDN in network designs. Future research will explore the reliability and scalability 

of the MEC-SDN model in large-scale networks, as well as its applicability in various scenarios, including 

smart cities and IoT. Furthermore, combining machine learning and artificial intelligence techniques with 

MEC-SDN will further improve overall efficiency and performance. In conclusion, this research validates the 

capability of MEC-SDN to develop network architectures that provide low-latency and high-bandwidth. As 

the need for efficient and scalable network management continues to grow, the findings of this study offer a 

valuable contribution to the development of future network architectures. 

 

 
5. CONCLUSION 

In recent years, the integration of MEC and SDN has become a vital concept in the rapidly 

developing technological environment. As the demand for low-latency and high-bandwidth applications 

continues to increase, it is crucial to develop advanced solutions that effectively handle network resources 

and ensure smooth connectivity. This research establishes that the proposed MEC-SDN provides a feasible 

solution to address the challenges related to network congestion. As stated earlier, the integration of MEC-

SDN significantly enhances network performance, improves the overall quality of experience, and minimizes 

latency. Some researchers argue that conventional hybrid SDN solutions are sufficient for addressing current 

network requirements. However, our research reveals that these solutions experience a substantial increase in 

latency, making them unsuitable for real-time processing applications. In contrast, the proposed MEC-SDN 

achieves considerably lower latency and enhanced bandwidth, positioning it as an ideal solution for future 

network architectures. The proposed MEC-SDN has shown its viability and has been tested in various 

mobility scenarios. The existing hybrid SDN introduced SDN to mobile network operators when end-to-end 

users failed to operate, as the latency increased from 13.6 ms to 30.1 ms. In comparison, the MEC-SDN 

model achieved 6-14 ms of latency, a bandwidth of 5.2 Mbits/sec, and SDN-BWMS of 5.4 Mbits/sec. The 

developed approach highlights the challenges of mobility management, particularly when the slicing of the 

framework is not supported by edge clouds. However, to further investigate and develop the model, a group 

of mobile users and mobility would be required, along with resource slicing in the future. Moreover, 

exploring advanced mobility management approaches will help improve service continuity and reduce 

handover latency. 
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