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The contemporary job market presents significant obstacles to effectively 

aligning proficient candidates with pertinent employment prospects. The 

conventional methods of resume screening and job matching frequently 

require substantial manual effort and are susceptible to subjective biases, 

resulting in recruiting decisions that are frequently suboptimal. The present 

study proposes the development of an intelligent job recommendation 

system that utilises semantic analysis of candidates' resumes and job 

descriptions sourced from several job portals. The objective of the proposed 

intelligent system is to enhance and streamline the recruiting process 

through the automated extraction and analysis of pertinent skills from 

resumes and job descriptions, utilising natural language processing (NLP) 

and machine learning (ML) techniques. In addition, web scraping techniques 

were used to collect job advertisements from several job portals. The 

developed model exhibits the ability to recommend the most suitable job 

prospects by computing similarity metrics, such as Euclidean distance, 

between skill clusters identified in a job advertisement and a specified 

candidate's resume. The implemented model achieves an accuracy rate of 

98.92%. It is anticipated that the integration of an intelligent job 

recommendation system will augment the recruitment procedure for both job 

seekers and employers. 
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1. INTRODUCTION 

In this competitive job market, highly skilled professionals are needed constantly, necessitating 

recruitment strategies that are efficient and effective. Yet, with the high volume and complex nature of 

resumes and job advertisements, traditional strategies sometimes are not able to effectively match job 

applicants with the appropriate jobs. The overall objective of this study was to create an efficient job 

recommendation system through the application of semantic analysis through natural language processing 

(NLP) and the use of classification techniques from machine learning (ML). The objective of the proposed 

system was to improve the efficiency of the recruitment process for employers and applicants by automating 

qualification extraction and alignment, which would result in enhanced matches and decreasing time-to-hire. 

Furthermore, the proposed system avoids the drawbacks of keyword matching and also offers suggestions for 

investigating temporal analysis and advanced filtering techniques. 

https://creativecommons.org/licenses/by-sa/4.0/


Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

An intelligent system for job recommendation based on semantic … (Hardik Jain) 

451 

The GLAD framework [1], which focuses on its strengths over conventional approaches in 

optimising work performance and career development alignment, highlights the significance of 

transformation-based models in the personalised recommendations. Similarly, academic research in 

recommendation systems [2] highlights the significant need for fairness recommendations, referencing the 

need for fairness standards and methods to alleviate long-standing adverse effects and unfair 

recommendations. Moreover, the use of techniques such as web scraping [3]−[6] facilitates personalised 

filters and improved analytics, which provide significant insights for the enhancement of job search engines. 

Furthermore, advancements in fuzzy cosine similarity retrieval techniques [7] and text classification [8] 

improve the methods used in enhancing the accuracy and efficiency of recommendation systems. The use of 

deep learning (DL) methods in recommendation systems [9]−[11], as well as the use of trained vectors 

extracted from domain corpora [12], illustrates that recommendation methods consistently improve 

performance and the ability to serve a broader user base. Through a comprehensive review of methodologies, 

challenges, and future directions, the primary objective of this research is to provide researchers and 

practitioners with valuable insights that can inspire innovation and improve the effectiveness of recruitment 

processes. The contributions of this research are summarised as follows: 

− Web scraping was applied to job sites for the extraction of job-related information, specifically job 

descriptions, using the Apify API tool. 

− The collection of skill sets involved the utilisation of a skills dataset encompassing candidate resumes and 

job descriptions obtained from job sites. 

− The NLP technique Word2Vec was employed to extract semantic vectors from candidate resumes and job 

descriptions. 

− The technique of agglomerative clustering was utilised to arrange job description skills into contiguous 

clusters. 

− The model was trained using different classifiers, including support vector machines (SVM), Naïve 

Bayes, random forest, and k-nearest neighbors (KNN). The features used were job description skills, 

while the labels were cluster numbers. 

− A ranking method that utilises semantic vectors and Euclidean similarity indexing algorithms was 

developed to provide personalised recommendations for the top 10 most relevant positions to candidates, 

considering their skill sets as indicated in their resumes. 

The remaining part of the paper is structured in the following format: Section II shows the literature 

review. Section III explains the methodology and the overall framework of the system, as well as the data 

acquisition, preprocessing, and classification models. Section IV shows the experiments and the calculations 

with the evaluation metrics and testing results. Section V shows the results and analysis of different 

classification models, and eventually, the future directions and concluding remarks are expressed in Sections 

VI and VII, respectively. 

 

 

2. LITERATURE REVIEW 

There are some problems with adding good learning strategies to business learning management 

systems (LMS). This is because how things are done now tends to put user click preferences ahead of career 

development alignment, leading to poor results [1]. The GLAD framework is revolutionary because it uses a 

transformer-based model with a performance predictor and a rationality discriminator to tailor learning plans 

to each student. It has been demonstrated that reinforcement learning RL approaches outperform current 

methods and endeavour to enhance the work performance of individuals [1]. Concerns regarding unethical 

recommendations and long-term damage have also increased consciousness regarding the need for impartial 

recommendation systems [2]. The academic literature in this field underscores the criticality of incorporating 

fairness indicators and strategies such as consistency and group fairness to mitigate negative implications. 

Future research should focus on developing explicit definitions, consistent assessment standards, various 

algorithm designs, and transparent justifications for inequitable results [2], [10].  

Web browsing emerges as a critical information extraction technique, particularly in the context of 

employment and job hunting. Numerous techniques to increase the efficacy of data extraction are the subject 

of research, including reading based on regular expressions and novel approaches such as UzunExt [3]−[6]. 

But there are still problems with matching people with jobs and sorting them into groups. This shows how 

important it is to use more advanced methods that use standardised entity data and NPL [12]-[15]. Deep 

learning techniques, specifically graph neural networks (GNNs), are gaining popularity in the field of 

recommendation systems [9]−[11] due to their ability to comprehend complex graph topologies and high-

order connectivity. These methodologies facilitate a more comprehensive comprehension of user-item 

interactions and contribute to the optimisation of recommendation outcomes. In recommendation scenarios, 

RL signifies a fundamental change from supervised learning to providing more precise recommendations; 
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this modification also signifies a paradigm shift in thought [16]. Recent improvements in text classification 

methods, like cosine similarity-based mechanisms that make many classifiers work better and be more 

accurate, show that recommendation systems are still being improved [8]. Case-based reasoning also shows 

that fuzzy cosine similarity retrieval methods work and suggests ways to make retrieval faster and users 

happier [7]. As the sector evolves, recommendation systems are gaining increasing significance in the 

processes of matching individuals with employment and locating suitable personnel.  

With the convergence of findings from different areas of study, the current study aims to contribute 

to the development of a comprehensive employment counselling system that adequately addresses the 

complexity of challenges brought about by talent management and talent development. The main aim of the 

current study is to present actionable knowledge to practitioners and academics alike in the field of human 

resource management and talent acquisition through the general examination of research methodology, 

challenges encountered, and areas for improvement. 

 

 

3. DESIGN OF THE PROPOSED SYSTEM 

This section provides a comprehensive overview of the proposed system, focusing on the overall 

architecture, data-gathering methods, preprocessing techniques, skill collection from a candidate's resume 

and job description, vector generation, skill-based cluster creation and job ranking techniques employed in its 

implementation. Figure 1 illustrates the approach employed to implement an intelligent job recommendation 

system utilising NLP and ML techniques. The system's architecture comprises five main phases: data 

collection, preprocessing, vectorisation, clustering, and job ranking. Initially, data was collected with the help 

of web scraping from sources such as the Apify API [17], focusing on platforms like Indeed [18] and 

potentially LinkedIn [19]. This data was extracted to generate a job database. In the preprocessing phase, 

NLP techniques such as lowercasing, punctuation removal, and tokenisation were applied to extract skills 

from both candidates' resumes and job descriptions. Word embedding method Word2Vec was utilised to 

represent extracted skills in the form of numerical vectors. 

Furthermore, agglomerative clustering algorithms were employed to group similar job description 

skills into clusters, where typically around five clusters were formed based on user-defined parameters. 

Subsequently, classification algorithms SVM, Naive Bayes, KNN, and Random Forest were trained using job 

description skills as features and cluster numbers as labels. To demonstrate the applicability of the 

implemented model, the system was tested by providing the candidate's resume as input, and the result was 

delivered by predicting the appropriate cluster to which it belongs. Finally, Euclidean similarity measures 

were calculated to rank and recommend the top 10 jobs within the predicted cluster to the user to facilitate 

efficient job matching. 

 

3.1.  Resume input and parsing 

A primary phase in the recommendation system was gathering resumes from users or outside 

sources. A variety of methods, for example, direct uploads via the system's interface or interaction with 

already existing databases that contain resumes, can be used to gather resumes. The system supports PDF 

files for handling resumes from diverse sources. After acquiring them, a parsing operation was performed to 

extract pertinent data, including the candidate's contact details, education, experiences, and abilities. Parsing 

was carried out with the PyPDF2 [20] specific Python libraries that can process textual data efficiently. 

PyPDF2 aids in precisely locating and extracting particular resume portions. An extension of skills is vital, 

particularly in the later stages of the recommendation process. 

 

3.2.  Web scraping job sites 

Web scraping job sites: Indeed, LinkedIn and Glassdoor are useful for collecting diverse job 

descriptions, which serve as the basis for matching candidates with suitable job opportunities. Web scraping 

involves the programmatic extraction of data from web pages, typically using specialised APIs like Apify. 

These tools provide functionalities to navigate through web pages, locate specific elements containing job 

listings, and extract relevant information such as job titles, descriptions, and requirements. However, web 

scraping poses various challenges, including handling dynamic content, managing rate limits, and ensuring 

data integrity. To address these challenges, the scraping process should be carefully designed and optimised 

to minimise the risk of errors and disruptions. 

 

3.3.  Preprocessing using NLP techniques 

To improve the quality and coherence of the data, preprocessing textual data from job descriptions 

and candidate's resumes was essential. In the preprocessing phase, various steps were present, such as 

lowercasing all text to maintain consistency and deleting special letters and punctuation to reduce noise. 
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Furthermore, common, uninformative terms that don't add anything to the text's meaning were filtered away 

using stopword removal. By standardising the textual data, these preprocessing procedures enable it to be 

used for additional analysis and modelling. Moreover, to enable further analysis at the word level, the text 

was divided into individual words, or tokens, using tokenisation. Words can be reduced to their most basic 

versions by using stemming operations. 

 

 

 
 

Figure 1. Overview of the proposed system 

 

 

3.4.  Vectorisation using Word2Vec 

Vectorisation was done to transform preprocessed text data into numerical forms that ML 

algorithms can utilise. This was done to facilitate the application of computational and statistical techniques 

to text data. The literature provides a variety of vectorisation methods [21], [22], of which word embedding is 

especially prevalent. Word embedding method Word2Vec generates dense vector representations of words 

by examining their contextual usage in a large text corpus [23], [24]. By capturing semantic relationships 

between words, these word embeddings enhance the efficacy of text data representation. 

 

3.5.  Vector comparison and similarity computation 

Vector comparison and similarity computation were carried out to calculate the fit of a candidate's 

skills to a particular job post. A similarity score was obtained by comparing job posting skill vector 

representations with candidate resumes. The similarity between vectors can be stated in terms of diverse 

distance measures, including the cosine similarity and Euclidean distance. These measures provide a numeric 

estimate of similarity between a pair of sets of attributes by quantifying the amount of overlap between the 

two. Furthermore, individual similarity scores can be combined in different ways to generate an overall 

similarity measure, which allows for a generic measurement of candidate fit for job postings. 

 

3.6.  Ranking and job recommendation 

The last step of the proposed system included ranking the job opportunities based on the similarity 

scores that were obtained from the candidate and job vectors. To give meaningful job recommendations, the 

job opportunities were ranked based on the Euclidean similarity between the candidates' skills and the job 
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requirements. The job opportunities that best fit were given a higher rank in the job listings, which were 

ranked in the order of decreasing similarity scores. Furthermore, ranking methods could be employed to 

highlight specific features or factors in ranking activities, such as thresholds or weighting systems. The 

highest-ranked job recommendations were presented to the users in reports or interfaces with supporting 

information, such as application links, job descriptions, and company profiles. The process improves the 

users' ability to search for corresponding job opportunities in order to take meaningful action and make 

effective decisions. 

 

 

4. EXPERIMENTS 

4.1.  Data description 

The database holds 1,550 job postings collected from three of the most common websites: Indeed, 

LinkedIn, and Glassdoor. Indeed, it holds the most with 900 postings, followed by LinkedIn with 350 and 

Glassdoor with 300. The websites individually show varying levels of data, the highest being Indeed at 5.1 

MB, followed by LinkedIn at 1.8 MB and Glassdoor at 1.7 MB. Apify was among the web scraping tools 

used to scrape the records shown in Table 1. 

Taking into account the demands of several industries and organisations, the numerous internet 

platforms present varying perspectives on today's employment market. Indeed, offers a comprehensive list of 

jobs for all experience levels and industries. As a site focused on professional connections, LinkedIn 

probably lists more niche roles tailored to specific domains or capability sets. Glassdoor, widely known for 

its emphasis on worker fulfilment and company evaluations, likely conveys information about typical job 

responsibilities as well as perspectives on corporate culture and workplace environment. 

 

 

Table 1. Dataset description 
Website Number of jobs 

extracted 
Size Source/Resource 

https://indeed.com/ 900 5.1MB https://console.apify.com/actors/hMvNSpz3JnHgl5jkh/console 

https://linkedin.com/ 350 1.8MB https://console.apify.com/actors/BHzefUZlZRKWxkTck/console 

https://glassdoor.com/ 300 1.7MB https://console.apify.com/actors/t2FNNV3J6mvckgV2g/console 

 

 

4.2.  Evaluation matrices 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑁+𝑇𝑁+𝐹𝑃
 (1) 

 

Accuracy is one of the most common evaluation metrics in classification problems. It calculates the 

percentage of accurate forecasts among all the forecasts made. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (2) 

 

Precision assesses how well the classifier made its positive prediction. 

 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
 (3) 

 

Recall is sometimes referred to as a true positive rate or sensitivity. It is the ratio of the dataset's actual 

positive instances to the number of accurate positive predictions. 

 

𝐹1 𝑆𝑐𝑜𝑟𝑒 =  
2∗𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 (4) 

 

Taking the harmonic mean of recall and precision, one can calculate the F1 score. It offers a single metric 

that balances the tradeoff between precision and recall. When there is an uneven distribution of classes, it is 

invaluable. 

 

4.3.  Software stack 

The suggested intelligent job recommendation system based on semantic analysis of the resume is 

titled the "EasyJob" project. The selection of frontend, backend, and development tools is a crucial factor in 

the development of "EasyJob" as it directly influences the success of project goals and the delivery of a 
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seamless user experience. The use of HTML, CSS, and Python in frontend development allows for the 

delivery of a visually pleasant and user-friendly interface that responds to the needs of the job seeker and 

employer. HTML is the basic framework of web pages, controlling their layout and content. CSS provides 

visual appeal by imposing styles, colour schemes, and layouts, thus offering an interactive user experience. 

Python, being highly versatile and simple to use, provides dynamic functionality for the front end, allowing 

interactive features and seamless user interactions throughout the site. 

Flask was selected as the backend web framework to enhance the frontend technology. Flask offers 

a robust and scalable solution for server-side logic and data processing. Flask's thin and light layer 

architecture makes it especially well-suited for web application development on the internet, with optimised 

routing, request handling, and data processing mechanisms. When integrated with Python properly, Flask 

facilitates simple application of business logic, user authentication, and data processing, thus ensuring the 

effective functioning of the "EasyJob" platform. 

Furthermore, the project employs GitHub as a version control platform and enhanced collaboration 

between development teams. This facilitates proper code management, change tracking, and seamless 

integration of new features. The collaborative tools provided by GitHub, including pull requests and code 

reviews, enhance team productivity and code quality, thus timely delivery of high-quality software. 

The project utilises the Apify API, a robust web scraper and automation tool, in job listing retrieval 

and data processing. Through the Apify API, the project facilitates the gathering of job data from different 

websites and job sites, thus creating a massive database for employers and job seekers. The project's main 

objective is to make employers and job seekers more efficient and effective with the platform through the 

automation of the job listing retrieval process, thus ensuring the delivery of updated and complete job 

listings. 

The "EasyJob" project is based on the strategic use of tools like Python, Flask, HTML, CSS, 

GitHub, Apify API, and Jupyter Notebook. Such a base allows the development of a platform that is known 

for usability, scalability, and high features in favour of job seekers and employers. The use of such tools and 

technology allows the project to enhance the job search experience, create interactions between job seekers 

and appropriate opportunities, and empower employers to find appropriate candidates quickly. The success of 

"EasyJob" as a valuable resource in the job market is attributed to its careful planning, development, and 

integration phases. The platform facilitates smooth interaction between employers and job seekers, thus 

enhancing the overall efficiency and effectiveness of the recruitment process. 

 

 

5. RESULTS AND ANALYSIS 

This section presents the derived results in two forms: i) research-based, where the performance of 

the trained models was evaluated and ii) realtime execution through a website. Futher the discussion is 

conducted based on the prominent observations of authors. The developed system is available for use on 

GitHub, thus other researchers can configure it to understand the process. 

 

5.1.  Models performance evaluation 

The ability to improve the job search experience and productivity is beneficial with the employment 

of a job suggestion system integrating resume parsing, web scraping, and ML classifiers. The employment 

recommendation system improves the user experience significantly by offering employment 

recommendations based on the specific skills and interests of every user. The easy accessibility of suitable 

employment opportunities leads to a rise in the overall satisfaction levels of the employment seekers, while at 

the same time helping to identify the right employment opportunities accurately. 

In addition, the inclusion of automated procedures in the system, including resume parsing and skill 

matching, would significantly improve operating efficiency for organisations and job applicants. Automating 

the candidate-job matching process substantially reduces the time-consuming and cumbersome aspects 

involved with manual screening and evaluation, thereby accelerating the overall recruitment process. 

Furthermore, information collected by the job recommendation system, including user activity, reviews, and 

job application trends, can provide valuable information to employers and job seekers alike. By examining 

such information, stakeholders can better understand market trends, talent needs, and recruitment tendencies. 

This allows them to make informed decisions and pursue continuous improvement initiatives. 

Finally, the institution of the job recommendation system brings more than convenience benefits. It 

provides significant advantages, including a richer job search experience, increased operating efficiency, and 

increased interaction with stakeholders in the labour market. The histogram in Figure 2 shows clusters along 

the x-axis, labelled 0 through 5, which represent different cluster groups developed using the skill sets 

obtained from the job descriptions. The y-axis is utilised to represent the frequency of occurrence of each 

skill set. Cluster 0 is present with a frequency of around 100, cluster 1 with around 10 times, cluster 2 with 

around 110 times, and cluster 3 with the maximum frequency of around 310 times. Cluster 4 is present 
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around 200 times, and Cluster 5 is present around 190 times. The histogram clearly represents the distribution 

of data among the different clusters to identify trends or outliers in the dataset. 

The evaluation of the job recommendation system's efficacy, performance, and dependability 

heavily relies on the outcomes derived from its implementation. This section will thoroughly analyse the 

outcomes produced by various ML classifiers. The accuracy, precision, recall, and F1 score will be assessed 

and validated using the data supplied in Table 2. 

The SVM classifier demonstrates a notable accuracy rate of 98.92%, signifying a substantial 

proportion of accurate predictions in relation to the overall number of occurrences. The accuracy of the 

Random Forest classifier is 94.11%, indicating its proficiency in generating precise predictions using the 

given dataset. The Naive Bayes classifier demonstrates a notable accuracy rate of 90.44%, signifying a 

substantial degree of accurate predictions derived from the given dataset. The KNN classifier demonstrates a 

commendable accuracy rate of 83.82%, suggesting a satisfactory degree of accurate predictions obtained 

from the given dataset. 
 

 

 
 

Figure 2. Histogram of job clusters based on the required skillsets 

 

 

Table 2. Performance evaluation of various classifiers 
Evaluation measures SVM Random forest Naive bayes KNN 

Accuracy 98.92 94.11 90.44 83.82 

Precision 99.64 94.07 90.84 78.31 

Recall 98.92 94.11 90.4 83.82 
F1-Score 99.18 93.94 90.5 80.97 

 

 

5.2.  Realtime system testing 

A simple, user-friendly interface was designed to assess the performance of the trained models in 

realtime. A simple web-based platform, EasyJob, was developed to allow users to upload their resumes for a 

quick test of how well they can recommend relevant job applications. The EasyJob site is a simplified 

interactive interface that uses the developed intelligent recommendation system. 

The project uses a systematic approach: 

− Resume Upload: The user has to log on to the EasyJob portal to upload their current resume, shown in 

Figure 3. 

− Keyword Extraction: After uploading the resume, the system extracts the user's skillset. The developed, 

trained models run in the background and identify relevant skills. 

− Job Recommendation: Matching job offers to the skillset of the job seeker from an up-to-date job 

database built through web scraping. A job name and the "Apply" button can be seen in Figure 4; thus, 

the user is given a chance to apply directly.  

this would mean we have an efficient, automated, intelligent recommendation system for jobs, connecting job 

seekers with prospective employers. This project is made available on GitHub [25]  
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Figure 3. Resume input/upload function 

 

 

 
 

Figure 4. Recommendations generated with developed model 

 

 

6. FUTURE WORK 

The job recommendation system is evolving to improve user experience and cater to the diverse 

needs of job seekers and employers. Future enhancements include integrating an interactive chatbot for 

realtime assistance, offering skill development and training resources, and enhancing analytics and reporting 

capabilities. The chatbot can answer queries, provide guidance on resume writing and interview preparation, 

and facilitate communication between job seekers and employers. Additionally, the system can offer access 

to online courses, tutorials, webinars, and certification programs to enhance skill sets and qualifications, 

increasing competitiveness in the job market. Advanced analytics and insights can help users track progress, 

identify areas for improvement, and make informed decisions about their job search strategies. In the future, 

advanced NLP techniques like pre-trained models can be utilised to conduct the contextual analysis of the 

data. Further performance of the Word2Vec and other (BERT and GPT) models can be compared. 

 

 

7. CONCLUSION  

The contemporary job market poses several hurdles to matching effective candidates with good job 

opportunities. The conventional methods of resume screening and job matching require great manual work, 

which can easily suffer from bias since subjective judgments are being made that lead to unflavoured 

recruitment decisions. This paper proposes the introduction of an intelligent job recommendation system to 

help semantic analyse candidates' resumes and job descriptions coming from some job portals. The aim of 

this developed intelligent system will be to help recruit in the process by automatically extracting and 

evaluating the essential skills required from job descriptions, applying the Word2Vec NLP technique, SVM, 

Naive Bayes, Random Forest, and KNN Classifiers. 

The developed model is capable of recommending the most suitable job openings by computing 

similarity metrics, like Euclidean distance, between skill clusters in a job advert and a certain candidate's 

resume. With an excellent accuracy of 98. 92%, SVM was the top performer among the classifiers. In close 

second place came Random Forest with 94.11% accuracy. Statistics of the results also prove that the system 

could effectively relate the resume skills of candidates to their job requirements and recommend the right job 

to users. 

In addition to the quantitative measures, the impact of the system spans widely. The ability to get 

direct access to personalised job recommendations has greatly enriched user experience, leading to a high 

level of overall satisfaction among job searchers. The database utilised for this research consists of 1,550 job 

postings collected from three major websites: Indeed, LinkedIn, and Glassdoor. Among the web scraping 
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tools used to collect these records was Apify. The evaluation metrics include accuracy, precision, recall, and 

F1 score, helping to address the tradeoff between precision and recall. 

This is where a recommendation system based on the job could really enhance the user experience, 

providing relevant employment opportunities according to specified skills and interests and thereby assuring 

the user's satisfaction in their search for a job. These are some automated procedures such as resume parsing 

and skill matching to improve performance for both organisations and job applicants. The system collects 

information and offers valuable input to employers and job seekers in decision-making and continuous 

improvements. 
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