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 Achieving precise timing closure in integrated circuit (IC) design is a 

significant challenge, especially with today's rapid technology advancements 

and intricate design specifications. Even with intense post-synthesis 

optimization, timing violations persist particularly in multi-corner, multi-

mode designs. This research work emphasizes the necessity for power-

efficient methods and streamlined approaches to boost timing closure and 

physical verification. Modern IC design thrives on effective physical design 

optimization strategies, usually tackled top-down. Clock tree synthesis 

(CTS) is transformative which effectively addresses clock deviation, latency, 

transition time, and insertion delay. This investigation mainly focuses on 

improving timing closure for inter integrated circuit (I2C) design blocks 

using custom-designed ccopt_spec and mmmc.tcl files to support multi-

corner, multi-mode settings and significantly reduces register-to-register 

path violations from 80 to. 0. Additionally, the development and the usage of 

mmmc.tcl and global files are highlighted as critical components in the 

design process. 
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1. INTRODUCTION 

Integrating pre-designed gates and components from diverse designers into semiconductor devices 

demands meticulous attention to detail because the physical design activities have to strike a balance with the 

severe timing constraints. This process involves strategically placing buffers to control signal transitions, 

optimizing cell sizes to minimize delays, and fine-tuning wire lengths to ensure seamless integration and 

efficient performance. Critical stages in this process include floor planning, power distribution, component 

placement, and clock tree synthesis (CTS). The procedures outlined are necessary to enhance the 

performance and reliability of the whole design. There is an emphasis on precision and coordination so that 

each component will perfectly integrate to create an efficient and reliable semiconductor. 

Floor planning involves strategically placing components, a task crucial in optimizing performance 

and minimizing interference. Power planning, on the other hand, involves efficient delivery and effective 

management of power throughout the design. This accurate placement of components reduces signal loss and 

delay. The CTS refers to the process of distributing clock signals uniformly to all sequential elements used in 

the design [1]. 

https://creativecommons.org/licenses/by-sa/4.0/
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In CTS, clock signals should be distributed equitably to have minimum clock skew, latency, and 

transition time. The term clock skew, a significant time difference between the arrival of a clock signal at two 

different flip-flops, and clock latency, the temporal difference between the origin of the clock pin and the 

flip-flops, are not just definitions but critical factors that need to be handled with care to avoid any kind of 

timing-related issues in ASIC design. Buffers are strategically placed along the clock pathways to ensure that 

the clock delay remains consistent for all the clock inputs, thereby distributing the clock signals effectively 

with minimal differences in clock arrival times [2]. 

Global networks serve as the initial stages of CTS for clock signals, with clock propagation 

occurring only after necessary tunings are made through buffer and inverter addition. This technical method 

ensures the even propagation of clock signals to all relevant components, hence improving the overall 

effectiveness of the semiconductor design in meeting stringent timing requirements. 

Significant contributions of this paper include: 

− Thorough explanation of the physical design chores for a particular netlist of inter integrated circuit 

(I2C) design blocks with power reduction, violating paths. 

− Developed the ccopt_spec file, congestion report, and compared them using timing reports at each 

design step, and fixed design violations.  

− The development of the global files and mmmc.tcl for the design is emphasized successfully. 

This research work presents a novel approach for I2C block timing optimization using customized 

physical design files and modified CTS methodologies for power-conscious timing closure and path violation 

fixing. 

Designing an efficient and reliable very large-scale integration (VLSI) circuit is challenging because 

of design complexity, power consumption, design rule violations, and timing closure. An effective physical 

design strategy can overcome each of the mentioned challenges, which may smoothly provide clock 

distribution, optimize path delay, and integrate innovative engineering change order (EOC) methodologies. 

The literature review discusses various approaches developed to handle these constraints, focusing on recent 

developments in timing optimization, power efficiency, and layout precision to improve VLSI performance 

and scalability. These limitations motivate the proposed work, which aims to build on top of the existing 

techniques and introduce new strategies to further improve design reliability and efficiency in complex VLSI 

systems. 

Roy et al. [3] aimed to enhance the efficiency and performance of gated clock trees by accounting 

for the activity levels of different parts of the circuit and the placement of registers and addresses the 

challenges of designing clock trees that are both robust and efficient, particularly in the context of varying 

process, voltage, and temperature (PVT) conditions, aims to improve the clock tree design process to achieve 

timing closure across multiple operating conditions and modes by introducing an advanced clock tree 

resynthesis approach. Lu et al. [4] established a gated CTS technique that incorporates power consumption 

and slew rate to enhance overall performance and efficiency in VLSI systems. 

Liu et al. [5] have introduced an innovative approach to low-power gated clock tree design, aimed to 

reduce clock tree power with less gating logic compared to prior clock gating research. Their proposed 

methodogies achieved a 30% reduction in clock divergence and improved skew variation across various 

corners, with a minimal 1% increase in wire length and a 2% rise in the buffer area, as detected in multiple 

test scenarios. João et al. [6], the authors investigated critical challenges in VLSI circuit design for testability, 

focusing on physical design methodologies to enhance IC test efficiency. Srivatsa et al. [7] exhibits higher 

fault coverage than the original designs. Additionally, proposed a tweaked conventional boundary port CTS 

starting from the center of the block and Multi-Source CTS with a symmetric H-tree, demonstrating reduced 

latency, skew, and power consumption.  

Wu et al. [8] proposes a method for low clock skew applicable to mainstream industry CTS design 

flow. Pranav and Hiremath [9] introduced a rail analysis for power grid quality, aiding in debugging IR drop 

issues and providing optimizations for lower technology nodes. Lu and Taskin [10], the authors proposed a 

post-CTS clock delay insertion method for efficiently using limited delay insertion space, addressing timing 

violations, and optimizing the clock period. The papers [11]-[13] explores the tunable clock buffers and 

inverters designed for clock skew optimization in pre- and post-CTS are discussed. Lastly, the paper [14] 

discussed three major clustering algorithms for VLSI circuit partitioning, highlighting the K-medoid model’s 

superior performance. Utility theory is suggested for use in cell placement problem decision-making under 

risk and uncertainty. Madhura and Jamuna [15], the authors have suggested a scan insertion method for 

defect analysis in the design synthesis process. 

Stathis et al. [16], the authors have utilized synchronous VLSI architecture to generate clock trees 

using the abutment approach. Static timing analysis (STA) was used to evaluate the scalable RCT the 

abutment built. The papers [16], [17] highlighted the chip’s critical path latency and clock path standard 

deviation declination, rise in the clock frequency and the surge in clock tree structure. Based on this, the 
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authors have concluded that the CTS is a problematic procedure that validates the mock evaluation of CTS to 

make a pre-estimate utilizing the heuristic approach without requiring the use of the licensed EDA tool. 

Lopera et al. [18] have discussed the traditional worst-case analysis techniques often underestimate design 

performance due to increased process variability in deep sub-micron technologies. For the chosen System on 

Chip (SoC) architecture, 70% of violating paths were resolved by data path optimization, with the remainder, 

30%, monitored by push-pull and EOC patches. Their proposed work on the incremental EOC framework 

fixes 99.07% of violations in two rounds with only 30% manual effort, compared to the traditional flow’s 

96.43% fix rate and 100% manual effort. 

Y. Kim and T. Kim [19], [20] have proposed SuperFlow, which is customized for adiabatic 

quantum-flux-parametron (AQFP) superconducting circuits. During the design phase, Super Flow respects 

the clocking and mixed cell-size limitations in AQFP circuits while concurrently optimizing wirelength and 

timing. Based on experimental results, SuperFlow performs better than other design tools for AQFP circuits 

in terms of time and wirelength, laying a solid foundation for future AQFP applications. Minnella et al. [21], 

the authors have discussed a universal RTL representation simple operator graph (SOG) that utilized and 

modified across multi-stage Machine Learning models for area, power, worst negative slack (WNS), and 

total negative slack (TNS). Furthermore, they presented two data augmentation techniques that produce RTL 

designs that closely resemble real-world data, thus resolving data scarcity problems. In these papers, the 

authors have highlighted on synthesis process for slack time analysis and floor planning for high network 

communications [22]-[25]. 

 

 

2. METHOD  

In our proposed research, we have utilized an I2C design at the RTL and conducted synthesis to 

generate a gate-level netlist. Subsequently, synopsys design constraints (SDC) were generated to define the 

design’s timing requirements, which served as inputs for subsequent physical design activities. These 

activities were performed to analyze timing performance for low-power PVT settings and thus provides 

insight into the setup and hold constraints.  

The proposed methodology in Figure 1, illustrates the physical design process in an I2C RTL 

design. The first step is to synthesize the RTL to obtain a gate-level netlist and SDC, that are utilized in 

physical design tasks to optimize the layout. Later the timing reports are generated to verify to meet the 

design timing constraints, where the feedback is provided to tune the physical design tasks to meet the timing 

contraints. 

 

 

 
 

Figure 1. Proposed architecture 

 

 

The Proposed architecture comprises of five blocks. Each are described: 

a) I2C RTL design: the RTL for I2C design using it as bench mark design is developed. 

b) Synthesis: the genus tool is utilized to carry out synthesis with SDC as input to get gate level netlist and 

SDC as output. 

c) Gate level netlist: the result of the synthesis process is a gate-level netlist, which is a textual depiction of 

the logic gates and connections in a circuit. It forms the basis for physical design and provides tools for 

comprehending the design and designing the chip layout.  

d) Physical design tasks: these tasks are illustrated with physical design flow. 

The Figure 2 outlines the physical design flow, starting with the design configuration and power 

planning. Later, physical only cells are integrated into the design to enhance signal integrity that helps in 

power distribution. Later the standard cells are placed for optimal performance, while CTS ensures the timing 

consistency of clocks. Lastly, the routing stage completes the design by connecting all the cells while 

meeting timing and design constraints. The proposed workflow encompasses the following steps, initialize 

the design setup, conduct floor planning, insert physical-only cells, Implement power planning, perform 

placement, execute CTS, and carry out routing. 
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Figure 2. Physical design flow 

 

 

2.1.  Initialization of design setup 

In the initial stage of our research, the RTL design is established, defining the digital circuit’s 

behavior through hardware description languages such as Verilog. The primary objective is to optimize the 

RTL design early in the process, recognizing that downstream synthesis stages are less effective in 

addressing suboptimal RTL quality. However, assessing RTL quality directly from HDL code is a 

challenging and time-consuming. Importing the design is a crucial step preceding the construction of the 

floorplan. This process necessitates furnishing all essential inputs to the physical design implementation tool 

to progress through each subsequent stage seamlessly.  

Generating mmmc file. The multimode multi corner (MMMC) file is created by conducting static 

timing analysis concurrently across various operating modes, process voltage temperature (PVT) corners, and 

parasitic interconnects. This file is generated using the Innovus implementation tool, and correct inputs will 

be provided through the design import window. This file includes specific documents like the Netlist: 

Netlist_module_i2c_gln.v, Library Exchange Format: gsclib045.fixed2.lef files, and View Definition VSS 

files, power nets: i2c.view.power net -VDD, ground nets: VSS and lastly a view file is created through a 

multidimensional decision-making process. This process involves finding a balance between the worst-case 

and best-case scenarios, and also entails changing the design to meet operational realities. That navigation 

has to be performed by looking at different parameters in the MMMC browser for the right view files. 

The technical steps involved in the process of creating a view file through the MMMC browser are 

as follows: 

− Choosing the correct library set: Max (max.lib) library set or min (min.lib) library set. 

− Select the appropriate RC (Resistance-Capacitance) corners: max.rc or min.rc. 

− Setting operating conditions: Either max.op or min.op must be chosen then select the delay corners by 

selecting max_delay or min_delay. 

− Defining the constraint modes involves determining which functional mode the design must satisfy. 

The major considerations required for analysis views are: 

− The slow or fast process has to be selected for overall views of analysis, as it will affect the overall 

speed of analysis processing.  

− A choice between slow and fast process has to be made while setting the analysis views, as it directly 

determines the speed of the setup analysis; the same applies to hold analysis views. These choices will 

allow users to adapt their view file creation according to their design’s unique needs and constraints, 

ensuring accurate and efficient analysis.  

 

2.2.  Floor planning phase 

Our research involves a comprehensive floor planning process, determining the strategic placement 

of functional blocks within the chip area. This meticulous planning accounts for critical factors such as area, 

power, and signal routing, aiming to achieve an efficient layout that optimizes overall performance. The floor 

planning involves crutial steps that are very important in the process of chip design development.  
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The first step comprises, the Netlist which is associated with the physical library that allows easy 

incorporation of essential design components into the layout. A core initial is created to act as the basic 

framework which further development is built. The next step requires a strategic placement of input output 

(IO) pins, lastly a pad ring would be created to optimize the layout for effective connectivity and 

functionality. 

These processes continues with placing macros or standard cells and placement blockages. The 

specifications of power and ground nets are addressed, as these components are fundamental to the chip’s 

functioning. Hence, the power and macro rings are accurately designed to ensure efficient energy 

distribution. The routing of power and ground nets are well organized to maintain coherence in organization 

and functionality in the design. Finally, a comprehensive validation process is performed to detect and rectify 

any deviations from design constraints, ensuring the fidelity and reliability of the overall chip design. This 

systematic approach underscores the significance of meticulous floor planning in driving the successful 

progression of the chip design process. 

 

2.3.  Incorporating physical-only cells 

During the layout phase, physical-only cells are proposed which is also referred to as filler cells. 

These cells serve the purpose of filling gaps, seamless connectivity, contributing to the enhancement of 

uniformity and manufacturability in the layout. In chip design, the absence of specific cells within the design 

netlist signals their inclusion entirely as physical cells. These physical cells, lacks representation in timing 

pathway reports, are typically integrated in the chip development in the subsequent process. The Tap cells are 

categorized as non-logic entities which are equipped with substrate ties, healthy ties, or both. They are 

systematically arranged within standard cell rows at predetermined intervals, adhering to guidelines outlined 

in the design rule handbook. Tap cells become invaluable when most or all normal cells within the library 

lack substrate or well taps, ensures the integrity and functionality of the chip design. 

Another essential component in chip design is the end-cap cell, which is typically devoid of logic 

functions but serves various purposes, such as acting as a decoupling capacitor for the power rail. It is 

important to provide suitable end-cap cells, as the tool supports any standard cell intended for this purpose. 

The intentional use of proper end-cap cells helps designers control power distribution and maintain signal 

integrity in order to improve the overall resilience and reliability of a chip design.  

 

2.4.  Power planning phase 

Our proposed methodology includes a robust power planning phase, mainly focuses on distributing 

power and ground networks. This step aims to minimize voltage drops and mitigate noise, eventually elevates 

the overall performance of the IC. The IC design involves a complex power distribution process that contains 

numerous critical elements to conduct power smoothly across the chip. The primary constituent of a system 

includes power rings that basically create a loop for distributing VDD power around the chip and ensures that 

sufficient power is supplied to every section of the circuit. The rings are the main power distribution channels 

and helps to stabilize voltage levels by smoothing out variations in the circuit. 

In addition to providing power rings with functionality, power strips serve as intermediary 

connections that distribute the voltage source source (VSS) and voltage drain supply (VDD) from the rings to 

other chip locations. Another purpose of these power strips is to keep the supply of power uniform for all 

functional blocks and standard cells, thus reduces the impedance and improves the overall performance of the 

chip. The final connections between the power voltages and the reference cells are made using the power 

rails, which allow direct powering of certain cells directly from the chip.  

The electromigration (EM) and internal resistance (IR) are essential considerations in power 

distribution system design. EM refers to the phenomenon by which electron flow through metallic traces 

leads to the gradual degradation of the material and, hence, calls for careful planning and dimensioning of 

power conductors to avoid the risks of high current densities. On the other hand, IR refers to opposition to be 

encountered within the power distribution network of a chip (NoC), impacting both voltage drop and power 

dissipation.  

The Core Power Ring with vertical and horizontal power straps helps efficiently to supply power to 

the core elements. Further, these components dissipate power throughout the core area and also each 

functional unit acquire enough energy for proper functioning. The foundation of this chip architecture is a set 

of specialized components, includes the Core Power Ring and vertical and horizontal power straps, which are 

essential for efficient power distribution to the core components. These enable the even distribution of power 

across the core area so that all the basic functional units adequate energy to perform optimally. 

 

2.5.  Placement phase 

The placement phase performs the assignment of the logic cells to a specific location on the chip 

with the goal of strategic placement that minimizes wirelength and maximizes the timing. Placement in chip 
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design is a step of the place and route (PnR) methodology, where standard cells are placed optimally in the 

core area. Standard cells are essential building blocks defined logically in the Netlist. Subsequently, it is 

placed appropriately in the physical design of the chip with regards to many physical constraints defined in 

the layout exchange format (LEF) files. 

The problem of cell placement is a very complex and challenging task since the quality of 

placements has a direct and crucial impact on the success of subsequent routing. Increased efficiency, lower 

power consumption, and reduced latency can be achieved only with an optimal placement. A design with 

optimal placement allows reliable signal routing paths, fewer interconnections, lower parasitic capacitance 

and resistance. Furthermore, effective placement contributes toward fulfilling the design constraints such as 

timing, area, and power needs. The placement quality has a significant effect on the success of the whole chip 

design; hence it is one of the most crucial steps in the PnR flow. Designers generally resort to complex 

algorithms and techniques to achieve optimum placement results. Some strategies are adopted to balance 

conflicting goals and optimize several metrics append analytical placement, incremental placement, global 

placement, timing closure, congestion, and wirelength. Besides, hierarchical placement techniques are 

employed to handle the complexities of modern designs effectively. Therefore, the skilled cell placement is 

critical in obtaining high performance, efficient area utilization, and manufacturability. 

 

2.6.  CTS phase 

The proposed approach will generate the CTS, responsible for clock network with a specific 

hierarchical level and distribute the clock signal to all the sequence pieces with a minimal skew for a 

synchronous operation. CTS is one of the most fundamental steps in sequential circuit design flows. It aims 

to balance connections between clock pins by the insertion of inverters or buffers. The utmost purpose of 

CTS is to eliminate asymmetry and reduce the latency trigerred by these additions to ensure uniform delivery 

of the clock signal across the chip. This process is critical to synchronizing the operation of sequential 

elements, thus enhances the overall performance and reliability of the system. Typically, a single clock 

source drives all clock pins, and strategic planning is required to achieve clock balance and meet stringent 

design requirements. 

For signals that fail to violate design rule check (DRCs), in particular the reset and scan enable 

signals with large fanouts, are accustomed to improve the signal integrity and reduce propagation delays. 

However, the clock signals, which are critical to meet timing synchronization, are not buffered because of 

their vital role in keeping the timing accurate. Understanding the importance of timing constraints is relevant 

to ensuring correct data capture in flip-flops. The setup time is when the signal must be stable before the 

clock edge sets the timing requirements for data arrival at the destination flip-flop. The setup slack could be 

determined only when the data arrival time is identified based on the delays caused by a launching flip-flop 

and a buffer cell. On the other hand, the required time is obtained by subtracting the setup time of the capture 

flip-flop from the total period of the clock. 

On the other hand, the hold time represents the minimum duration a signal must remain stable after 

the clock edge for reliable data capture. Hold slack is calculated by comparing the data's arrival time with the 

capture flip-flop's required hold time. In (1)-(3) provide a framework for calculating setup slack where, FF 

represents Flipflop Clk, q is delay, Tc is buffer cell delay, Cp is Clock period and Tsu is setup time of capture 

flipflop. While (4)-(6) outline the methodology for determining hold slack where, Th represents hold time. 

Positive slack values indicate adherence to timing constraints, whereas negative slack values signify potential 

timing violations that entail optimization. Timing analysis tools utilize slack values to identify critical timing 

paths, enables designers to refine the design and meet timing requirements iteratively. Thus, a comprehensive 

understanding of the setup and hold timing constraints is essential for ensuring robust and reliable chip 

designs. 

Setup slack: 

 

𝐴𝑟𝑟𝑖𝑣𝑎𝑙 𝑡𝑖𝑚𝑒 = 𝐹𝐹 (𝑐𝑙𝑘 − 𝑞 𝑑𝑒𝑙𝑎𝑦 𝑜𝑓 𝑙𝑎𝑢𝑛𝑐ℎ 𝐹𝐹) + 𝑇𝐶   (𝑏𝑢𝑓𝑓𝑒𝑟 𝑐𝑒𝑙𝑙 𝑑𝑒𝑙𝑎𝑦) (1) 
 

𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑡𝑖𝑚𝑒 = 𝐶𝑝 (𝑐𝑙𝑜𝑐𝑘 𝑝𝑒𝑟𝑜𝑖𝑑) − 𝑇𝑠𝑢 (𝑠𝑒𝑡𝑢𝑝 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑐𝑎𝑝𝑡𝑢𝑟𝑒 𝐹𝐹) (2) 

 

𝑆𝑒𝑡𝑢𝑝 𝑆𝑙𝑎𝑐𝑘 = 𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑡𝑖𝑚𝑒 − 𝐴𝑟𝑟𝑖𝑣𝑎𝑙 𝑡𝑖𝑚𝑒 (3) 

 

Hold slack: 

 

𝐴𝑟𝑟𝑖𝑣𝑎𝑙 𝑡𝑖𝑚𝑒 = 𝐹𝐹(𝑐𝑙𝑘 − 𝑞 𝑑𝑒𝑙𝑎𝑦 𝑜𝑓 𝑙𝑎𝑢𝑛𝑐ℎ 𝑓𝑓) +  𝑇𝐶   (𝑏𝑢𝑓𝑓𝑒𝑟 𝑐𝑒𝑙𝑙 𝑑𝑒𝑙𝑎𝑦) (4) 

 

𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑡𝑖𝑚𝑒 = 𝑇ℎ (ℎ𝑜𝑙𝑑 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑐𝑎𝑝𝑡𝑢𝑟𝑒 𝐹𝐹) (5) 
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𝐻𝑜𝑙𝑑 𝑠𝑙𝑎𝑐𝑘 = 𝐴𝑟𝑟𝑖𝑣𝑎𝑙 𝑡𝑖𝑚𝑒 − 𝑅𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑡𝑖𝑚𝑒 (6) 

 

2.7.  Routing phase 

Routing designates careful interconnection through metal layers in between placed cells, considering 

critical issues like timing constraints, congestion, and manufacturability. This is a crucial stage for enhancing 

robustness and a well-connected chip design. According to a set of pre-defined design rules, the routing part 

of chip design involves creating metal wires to establish connections among pins carrying the same signal. 

The process utilizes a complex wiring network in the routing area to establish connections for all nets 

highlighted in the netlist. The routing process comprises several distinct steps, including special routing and 

global routing, congestion analysis, and timing optimization of the routing layout, which involves study, 

detailed routing, minimization and optimization, timing optimization and analysis, and parasitic extraction. 

The routing implementation using the nano route engine in the Innovus tool is performed by 

executing commands according to a specified protocol. The selected commands control the routing operation 

for the nano route engine to be invoked to perform routing. The nano route engine performs the routing of 

wires using a Manhattan routing approach where the wires can be mainly routed horizontally or vertically to 

utilize the routing resources and shorten the signal delay efficiently. With this routing methodology and the 

nano route engine capabilities, designers can achieve best-in-class routing solutions tailored to their specific 

design requirements, improving integrated circuit (IC) design performance and reliability. 

Figure 3 provides a routing process in physical design, starting at the Nano route tool initialization. 

It passes through both the global and detailed routing phases for preliminary connections and is followed by 

timing optimization to meet timing constraints. Finally, it is succeeded by post-route optimization before 

finalizing the design. 

 

 

 
 

Figure 3. Detailed route in NanoRoute for wire and timing optimization 

 

 

In Figure 4, the commands are used in setting alternate routes for physical design process for timing 

and signal integrity. The first set enables timing-driven and SI-driven (signal integrity) routing and then 

initiates the routing process. 

 

 

 
 

Figure 4. Commands for timing-driven and signal integrity-driven routing setup 
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The Figure 5 commands turn off timing-driven routing temporarily, allow wire spreading and multi-

cut through post-route optimization, and then turn timing-driven routing back on to optimize for setup and 

hold timing constraints after the route. 

 

 

 
 

Figure 5. Commands for post-route optimization and timing constraint adjustments 

 

 

2.8.  Timing reports 

In physical design, timing reports are crucial for evaluating and improving a circuit’s timing 

performance. Clock skew, slack, setup and hold violations, and other crucial factors influence timing closure 

are included in these reports. The following are the main categories of physical design timing reports, setup 

timing report, slack analysis, path analysis, data arrival time, and data required time. 

 

 

3. RESULTS AND DISCUSSION  

The configuration of an I2C design requires the proper setting of a few critical inputs. One of the 

most vital inputs involves the netlist module (_i2C_gln.v), provides the logical description of the elements 

present in the design. A second input is the LEF (Library Exchange Format) file and gsclib045.fixed2.lef, 

which describes the physical parameters of the standard cells in the design library. The third input needed is a 

view definition file, i2c.view, which defines how the design elements will be described and viewed. 

Identifying power and ground networks (designated as VDD and VSS, respectively) is imperative to ensure 

the correct functioning of the circuit. 

At the floor planning stage, the goal is to arrange macros and obstructions efficiently so as to 

consolidate an area that makes sense for standard cell placement. This involves specifying various parameters 

such as aspect ratio (approximately 1), core utilization (targeting 40% of the available area), and core 

margins (including margins to the left, right, top, and bottom of the core area). Furthermore, in Figure 6, the 

pins are placed in metal layers 2 and 3, indicating the routing layers used to connect the circuit components. 

These detailed specifications ensure the floor planning process establishes a solid foundation for subsequent 

placement and routing stages in the chip design process. 

 

 

 
 

Figure 6. Indicates floor-plan structure for pins placed in metal 2 and 3 

 

 

The Figure 7 illustrates the physical cells exclusively, accompanied by end cap and tap cells, and 

power planning configuration. This visual representation provides a detailed view of the layout which 
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showcases the arrangement of physical cells, integration of essential end caps and tap cells. Additionally, the 

also depicts the strategic distribution of power resources throughout the layout, highlighting the critical 

aspect of power planning that ensures the proper functioning and performance of the IC design. 

 

 

 
 

Figure 7. Power planning layout with physical cells, end cap cells, and tap cells 

 

 

3.1.  DRC and connectivity check analysis with routing adjustments 

Two connectivity violations were identified, along with routing violations, as illustrated in Figure 8. 

Consequently, routing adjustments were implemented to address these issues, as depicted in Figure 9. The 

successful routing corrections resulted in the elimination of all DRC violations. Figure 9 illustrates the results 

of the DRC analysis conducted on the circuit layout, showcasing the identified violations and the subsequent 

routing adjustments implemented to address them. 

 

 

 

 

Figure 8. Window output for connectivity verification 

 

 

The placement of standard cells is a crucial aspect of VLSI chip physical design, aims to minimize 

the chips area and the lengths of wires connecting its cells to ensure optimal performance which is depicted 

in Figure 10. The primary objective of the placement step is to position cells in a manner that minimizes the 

overall wire length, thereby enhances the efficiency of the chip design. 
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Figure 9. DRC results and analysis 

 

 

 
 

Figure 10. Standard cell placement analysis 

 

 

3.2.  Setup timing report 

3.2.1. Views for PreCTS 

The setup timing report provides insights into the performance characteristics of the design pre-

CTS. Analysis views, representing different perspectives of the physical layout of the chip or IC, plays 

crucial role throughout the design phase, aiding in various analyses and verifications. These views include 

the geometric view, focusing on the detailed physical layout; the abstract view, offering a simplified 

representation for early design exploration; and the connectivity view, which highlights the interconnections 

between component. Each analytical view serves a distinct purpose in ensuring the physical design meets 

performance, power, and space criteria. The timing paths WNS and TNS are important metrics, which are 

analyzed in the setup views of slow and fast scenarios, as illustrated in Figure 11. Figure 12 provides a 

summary of the design information, showing the principal parameters and attributes of the design. A detailed 

summary is critical to understand the design specifications, allows improved communication and decision-

making within the design process. 
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Figure 11. Setup views for slow and fast scenarios 

 

 

 
 

Figure 12. Design information overview 

 

 

3.3.  Clocks in the design 

The clock signal is physically propagated to each successive cell in the chip layout as part of the 

design. Two physical attributes of the clock signal, described as clock jitter and clock skew, are significant 

considerations in clock distribution. Figure 13 shows an example of a PCLK application for both fast and slow 

viewpoints empahsis the importance of clock choice in achieving maximum performance and timing accuracy.  

 

 

 
 

Figure 13. Clock distribution in RTL design 
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3.4.  Placement optimization 

Figure 14 is the configuration view after optimization, highlights the improvements in component 

placement within the design canvas. This optimization process is completed to improve performance while 

reduces the signal delays and significantly meets the timing constraints for better overall efficiency and 

reliability of the design.  

 

 

 
 

Figure 14. Setup views after optimization 

 

 

3.5.  Clock tree synthesis 

Figure 15 shows the non-default rule (NDR) configuration, used to define the initial placement of 

the clock source, increase insertion delay, and build the design less susceptible to crosstalk. Figure 16 further 

outlines the CTS configuration, showing the design’s hierarchical allotment of the clock signals. Together, 

these figures provide essential views of the optimization techniques applied to enhance timing performance 

and reduce signal integrity issues in the design. 

Figure 17 explains how to utilize the CCopt file, which contains the clock constraints used in the 

Innovus tool. These constraints play an important role in guiding the CTS and ensures the proper 

functionality of the design concerning timing and clock distribution. The figure also provides a visual 

representation of the configuration file that is significant for developing valid and efficient clocking schemes 

in chip design. 

After completing CTS and optimization, the routing process entails physically connecting signal 

pins using metal layers. Figure 18 illustrates how this process defines the precise pathways for joining 

standard cells, macros, and I/O pins within the design. 

 

 

 
 

Figure 15. NDR setup for CTS 
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Figure 16. CTS configuration 

 

 

 
 

Figure 17. Clock constraints file 

 

 

3.6.  Comparison of Pre-CTS and Post-CTS optimization for setup views 

The comparison between Pre-CTS and Post-CTS stages after optimization reveals significant 

enhancements in timing performance. TNS notably decreased for all paths, demonstrating improved timing 

closure. Moreover, the reduction in the number of violating paths indicates the effectiveness of the 

optimization process in resolving timing violations. These findings underscore the importance of CTS and 

optimization in achieving robust timing integrity and overall design reliability.  

Upon analysis of the comparison in Table 1. there has been a significant reduction in the TNS for all 

paths. Specifically, the number of violating paths decreased from 88 to 0 for the reg2reg path and 119 to 72 

for all pathsIn this section, it is explained the results of research and at the same time is given  

the comprehensive discussion. Results can be presented in figures, graphs, tables and others that make  

the reader understand easily [14], [15]. The discussion can be made in several sub-sections. 
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Figure 18. Routing of design 

 

 

Table 1. Comparison of Pre-CTS and Post-CTS optimization for setup views 
Setup Mode PreCTS PostCTS after opt 

All Reg2reg default all Reg2reg default 

WNS -1.292 -0.720 -1.292 -0.479 0.055 -0.479 

TNS -82.491 -19.140 -82.491 -21.312 0.000 -21.312 
Violating paths 119 80 119 72 0 72 

 

 

4. CONCLUSION 

In conclusion, this research paper showcases the efficient execution of physical design tasks.  

As CTS successfully reduces the overall negative slack while addressing violations through integrating 

buffers. inverters and adherence to clock source specifications. The generation of global and multi-mode 

multi-corner files for the design has been accomplished successfully. Comprehensive reports on area, power, 

and timing at each physical design level were also developed and compared. Furthermore, measures were 

taken to address any identified design defects, including generating the ccopt_spec file and a congestion 

report. 
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