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 The large number of textual documents in the medical field makes it very 

difficult for readers to obtain comprehensive information. Users usually use 

a query approach to get the desired information. Using the correct query will 

produce relevant information. In the existing discriminative marginalized 

probabilistic neural method, referred to as DAMEN, used for multi-

document summarization, a background sentence query is used to retrieve 

the top-K relevant documents and then generate a summary of these 

documents. However, the background sentence query used to retrieve the 

top-K documents did not provide accurate summary results. The author 

improved the DAMEN model by adding a keyword extraction process to the 

query background sentence. We call this model Q-DAMEN. Our model 

shows significant improvement over the original DAMEN method, with the 

best results achieved by the variation of using a keyword query entered into 

the discriminator component and a background sentence query entered into 

the generator component. The multipartieRank keyword extraction method 

shows the best results with a Rouge-1 value of 29.12, Rouge-2 of 0.79, and 

Rouge-L of 15.53. The results demonstrate that the more accurate the 

keywords extracted from the sentence background query, the more accurate 

the multi-document summaries generated. 
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1. INTRODUCTION 

With the development of the Internet, digital text documents are increasingly used and grow into 

very large data [1]. With the many textual documents spread over digital media, it is not easy to get specific 

information desired by users. Special techniques are needed to get information spread over different digital 

media, such as machine learning (ML) [1], [2]. This has triggered the desire of many researchers to develop 

an effective approach that can automatically summarize text and produce a summary that contains important 

sentences and includes all relevant important information from the original document [2], [3]. 

ML is a branch of artificial intelligence (AI) that develops dynamic algorithms capable of making 

decisions based on data. Many tasks are developed to extract information contained in textual documents, 

such as clustering, classification, and summarization [2]. Clustering is a task to group data according to 

similarity of features and characteristics of data [4]. Classification is a task of identifying and grouping data 

based on predetermined categories. There are five steps to perform the classification process, namely text 

preprocessing, text representation, feature selection, classifier training, and effect evaluation [5]. 

Summarization is a task in the field of natural language processing (NLP) that involves condensing texts to 
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summarize the majority of the information from the source document [6], [7]. Summarization is necessary to 

support data analysis and to explore large data sets [8]. The text document summarization that has been 

carried out consists of single document summarization [9]–[12]. and multi-document summarization [13]–[15] 

with an extractive [16], [17] and abstractive [18], [19] summarization approach. 

Single document summarization is a summarization that uses a single document as an input source 

[17]. Multi-document summarization is a summarization that automatically produces a short summary of a 

large collection of text documents, making it easier for readers to understand the main point of information 

discussed in the entire content of the document and increasing the accessibility of content from various 

existing topics [20]. Several approaches are basically carried out to produce a better summary that reflects the 

content of the main document [19], one of which is the query-based summarization approach. The query-

based summarization approach can often take the form of a query for words or phrases that refer to a 

particular entity [21]. Several query-based summarization models, namely the TASA model [22], question-

driven summarization (QDS) [21], and discriminative marginalized probabilistic method (DAMEN) [23], 

have not shown significant results. In the TASA model, sentences are scored based on words that have high 

weights to be used as summary candidates; this model is still limited to short sentences and less relevant to 

the topic [22]. The QDS model is a summarization based on questions; the answers to questions are called 

summaries. However, this model only deals with questions in each sentence and ignores mutual information 

between sentences and clusters [21]. The DAMEN model represents a method for abstractive multi-document 

summarization that involves the combination of background sentences into cluster documents. In this 

DAMEN model, the input documents must be in the form of clusters, and the background sentences are 

determined manually [23]. Although the summarization results are better than existing abstraction 

summarization, this model is still far from human-generated summaries. 

The results of sentence query-based summarization show that there are still some limitations. This 

conclusion is in line with the results of the research conducted by [24], [25], which states that the sentence 

query-based multi-document summarization approach mostly fails to produce a better summary compared to 

the keyword query-based approach. In addition, users tend to prefer searching with keywords rather than with 

long sentences [25]. Therefore, in this study, the DAMEN model was modified by adding a keyword 

extraction process from background sentences before using them to retrieve documents. Background 

sentences are still used in the summarization process, so that summary candidates come from the results of 

document retrieval and the background sentences themselves. The summarization results are then compared 

with the word query approach and the background sentence query. 

In the existing DAMEN query, the background sentence is used in the discriminator component to 

retrieve the top-K most relevant documents, then in the generator component, these documents are processed 

together with the background sentences to produce the final summary according to their clusters. In our 

proposed model, the query used to retrieve documents in the discriminator component does not use 

sentences, but uses keywords extracted from background sentences, with the aim of determining the effect of 

query use on summarization results. Before running the experimental process with a lot of data, the author 

conducted a small experiment to understand whether the use of keyword query can positively affect the 

multi-document summarization results using DAMEN method. The data used is a cluster with a process 

according to the stages in Figure 1. The existing DAMEN uses background sentences in the discrimination 

component, and the generator produces a Rouge-1 value of 23.52, Rouge-2 is 8.54, and Rouge-L is 13.44. 

Adding the keyword extraction process to DAMEN, which is performed in the discriminator component, 

produces a Rouge-1 value of 30.08, Rouge-2 is 7.21, and Rouge-L is 15.92. An example of a simple 

experimental procedure is shown in Figure 2. Based on the results obtained from the small experiment in 

Figure 2, a good keyword query from background sentence query can lead to better summarization results 

that is caused by a better top-K documents retrieved. Therefore, in this study, we propose the use of keyword 

extraction on DAMEN to add the keyword extraction query process to the background sentence by using 

larger data, with the hope that the results obtained show consistency. 

 

 

2. RESEARCH METHOD 

This section discusses the implementation of keyword extraction queries that convert background 

sentences into keywords. The process stage starts by taking MS2 data; clusters that have background are 

processed for the next stage. After the data containing the background sentence is clear, the document is 

processed by the indexer, and the background sentence of each cluster is extracted from the keyword words. 

Before extracting the keyword words, a preprocessing process is carried out to remove unimportant words. 

After the keyword extraction, the words are used as a query to retrieve documents in the discriminator 

component. The top-K retrieval results are combined with the original sentence query used for the generation 

summarization process. See Figure 1 for more details. 
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Figure 1. Flow of the keyword query extraction process for multi-document summarization 

 

 

 
 

Figure 2. Illustration of a simple experimental process using background sentence and keyword extraction 
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2.1.  Keyword extraction 

Keyword extraction is a method that automatically extracts important words from a document 

containing five to ten words; these important words provide an instant summary of the document [26], [27]. 

Keywords are useful for readers to see the content of the document at a glance, for Internet users to find the 

most relevant part of a web page, or even for search engines to improve search results. The use of keyword 

extraction method can use a statistical approach such as term frequency–inverse document frequency 

(TFIDF), word frequency, Patricia tree [26], yet another keyword extractor (YAKE) [27], statistical graph-

based such as MultipartieRank [28], or a ML approach such as keyword extraction using BERT (bidirectional 

encoder representations from transformers) (KeyBERT) [27]. In this study, keyword extraction was 

attempted in the experimental scenario using the TFIDF, KeyBERT, YAKE, and MultipartyRank methods. 

TFIDF is a classic keyword extraction method that is based on cultures based on word frequency [29]. 

KeyBERT is a simple keyword extraction method that uses the BERT model with a transformer library based 

on cosine similarity to find the most relevant words [30], [31]. YAKE is a method for extracting keywords 

based on word frequency, word position, word relatedness to context, and word difference in multilingual 

documents [26]. MultipartieRank is a method for extracting keyword phrases and topics in a multipartie 

graph structure based on the TaxtRank method [28]. 

 

2.2.  DAMEN 

DAMEN is a discriminative marginalized probabilistic neural method used to summarize the 

medical domain. The DAMEN model consists of three components, namely indexer, discriminator and 

generator [23]. At the indexer stage, each document in the cluster is indexed using the BERT model. At the 

discriminator stage, document retrieval is performed to distinguish important information in a cluster based 

on its background sentence query. Each document cluster is given a score of matching with the background 

using cosine similarity, and then the top K are selected to be used as candidates for the next process. The 

model used in this stage is BERT. At the generator stage, the summarization process is performed based on 

the background sentence query and the top K documents using the bidirectional and auto-regressive 

transformers (BART) model.  

The model we developed consists of indexer, discriminator, and generator components based on the 

existing DAMEN model. However, there is a difference in the discriminator component; the background 

sentence is first processed by keyword extraction to obtain keywords before entering the discriminator 

component. The basic idea of adding keyword extraction is that the sentence query approach used in previous 

studies is less good than the word query used in extractive summaries [24], and based on the results of a 

small experiment according to Figure 2, which shows a correlation between the keyword query and the 

summarization results. The model we developed is called Q-DAMEN as shown in Figure 3. 

 

 

 
 

Figure 3. Query keyword extraction on DAMEN (Q-DAMEN) 
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3. RESULTS AND ANALYSIS 

The third section consists of three subsections, namely dataset, experimental scenario, and 

experimental results and analysis. The dataset subsection discusses the dataset used and its characteristics. 

The experimental scenario subsection discusses several experimental scenarios conducted using 5 

experimental scenarios. The experimental results and analysis subsection discusses each scenario result and 

provides its analysis. 

 

3.1.  Dataset 

The dataset used in this study is the MS2 dataset, which is a collection of related data on medical 

data for multi-document summaries. The MS2 dataset is a collection of abstract documents that are already in 

the form of public clusters. Each cluster consists of a background, a collection of abstract documents, a target 

summary, and an example of data, as shown in Figure 4. 

 

 

 
 

Figure 4. Example representation of the first 4 rows of the MS2 dataset 
 

 

Background is a short sentence that is a query that describes a question or research topic according 

to its cluster. A collection of abstract documents is a collection of research abstracts grouped according to 

their background. The target summary is the result of the conclusion that is used as the ground truth of each 

cluster. The dataset used is shown in Table 1. 
 

 

Table 1. MS2 data statistics used 

Number of clusters 
Average number of documents  

per cluster 

Average number of words  

per cluster 
 

1,000 cluster 22 documents 6,839 words  

 

 

3.2.  Experimental scenario 

Based on the Q-DAMEN model in Figure 3 and the MS2 dataset, we conducted four experimental 

scenarios using the keyword extraction methods TFIDF, KeyBERT, YAKE, and MultipartyRank. Scenario 1 

calculates the performance of keyword extraction. Scenario 2 calculates the use of the keyword query for all 

models with variations. (a) The background sentence query is processed by keyword extraction to obtain the 

keyword query, then enters the discriminator component, and the keyword query also enters the generator 

component. (b) The background sentence query is processed by keyword extraction to obtain the keyword 

query, then enters the discriminator component, and the background sentence query remains in the generator 

component. (c) The background sentence query enters the discriminator component, and the keyword query 

enters the generator component. Scenario 3 calculates the use of the keyword query generated by human 

annotators with three variations as in Scenario 2. Scenario 4 computes the T-test to determine the consistency 

of keyword extraction usage against summarization results. Scenario 5 calculates the correlation between 

keyword extraction performance and summarization results to determine the correlation between the 

performance of the keywords used and the resulting summarization. 

 

3.3.  Experiment results and analysis 

The results of the 1st experimental scenario can be seen in Table 2. The results of the 2nd 

experimental scenario can be seen in Table 3. The results of the 3rd experimental scenario can be seen in the 

last two rows of the table. The results of the 4th experimental scenario can be seen in Table 4. The results of 
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the 5th experimental scenario can be seen in Table 5. Table 2 shows that the best keyword extraction 

performance uses the MultipartieRank model with a precision @5 value of 0.60. 
 

 

Table 2. Keyword extraction performance results 

Method P @5 R @5 F1 @5 

TFIDF 0.40 0.13 0.20 
KeyBERT 0.26 0.08 0.13 

YAKE 0.53 0.17 0.26 

MultipartieRank 0.60 0.19 0.30 

 

 

Based on the results in Table 3, of all the keyword extraction models used, the best variation is 

variation (b), where keyword query is inputted into the discriminator and background sentence query is 

inputted into the generator. Based on variation (b) in Table 3, the MultipartieRank keyword method shows 

the best results compared to other keyword extraction methods and baseline variations. This shows that using 

good keyword query words can result in good top-K document retrieval, which leads to better summarization 

results while still using the BART model generator. For variation (a), keyword query is inputted into both the 

discriminator and generator components, and for variation (c), background sentence query is inputted into the 

discriminator and keyword query is inputted into the generator, there is a tendency for less than good results. 

This shows that when the generator input in the form of keyword query words is combined directly with top-

K documents, it produces less than good summarization. This is because the generator model used is the 

BART model, which is based on the generation of abstractive sentence context. 

We also compared the results of manual keywords by comparing the results of variation (b) to find 

out whether good keyword query can also lead to good summarization results as in scenario 1. The results 

show that manual keywords provide better results than the baseline, with a difference of 7.71%. Compared to 

all keyword extraction models used, manual keywords still show the best performance. MultipartiteRank and 

YAKE are closest to the performance of manual keywords with a difference of 3.26% and 4.47%, 

respectively. This shows results that reinforce scenario 1, that the better the keyword query produced for 

document retrieval, the better the summarization results will be, even though the discriminator still uses 

BERT and the generator still uses BART. 

In the 4th scenario, a Rouge T-test was performed based on the use of the keyword extraction 

method and the best variation of the baseline. This T-test was performed to determine the consistency of the 

best results with a statistical method approach. Table 4 shows that the keyword extraction method shows 

consistent results in all clusters with a T-test value below 0.05. 

 

 

Table 3. The results of the evaluation of the use of keyword extraction on the summarization results 
Summarization 

method 
Keyword extraction 

method 
Discriminator Generator Rouge-1 Rouge

-2 
Rouge-L 

DAMEN Baseline* 

(query sentence) 

Sentence background Sentence background 24.67 6.60 14.26 

Q-DAMEN TFIDF Keyword background Keyword background 18.90 2.57 13.35 

  Keyword background Sentence background 25.33 6.75 15.43 

  Sentence background Keyword background 14.941 1.06 10.62 
Q-DAMEN KeyBERT Keyword background Keyword background 18.03 2.24 12.10 

  Keyword background Sentence background 24.73 6.30 15.68 

  Sentence background Keyword background 18.34 2.11 12.46 
Q-DAMEN YAKE Keyword background Keyword background 6.25 0.0 6.25 

  Keyword background Sentence background 27.91 11.90 16.53 

  Sentence background Keyword background 17.20 4.39 10.75 
Q-DAMEN MultipartieRank Keyword background Keyword background 17.20 4.39 10.75 

  Keyword background Sentence background 29.12 7.92 15.53 

  Sentence background Keyword background 18.18 4.65 13.63 

 

 

Table 4. Results of T-test performance keyword extraction 
Method T-test results 

TFIDF 1.22 𝑥 10−6 

KeyBERT 3.04 𝑥 10−2 

YAKE 5,54 𝑥 10−112 

MultipartieRank 𝟐, 𝟖𝟎 𝒙 𝟏𝟎−𝟏𝟖𝟗 
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In the 5th scenario, a correlation test was conducted between the performance keyword extraction 

results and the summary results variation (b) using Pearson's correlation coefficient. The purpose of this 

scenario is to ascertain whether there is a correlation between keyword extraction and summarization. Based 

on the results from Table 2, the most accurate keyword extraction method is the MultipartieRank method, 

and similar to the results shown in Table 5, the MultipartieRank method also shows the highest correlation 

with summarization, with a value of 0.2756. The least accurate keyword extraction method is the KeyBERT 

method, and similar to the results shown in Table 5, the KeyBERT method also shows the lowest correlation 

result with the summarization, with a value of 0.0812. This result reinforces that the better the keyword 

extraction, the better the summarization results. 

 

 

Table 5. Results of pearson correlation performance keyword extraction with performance summarization 
Method Pearson correlation 

TFIDF 0.1091 
KeyBERT 0.0812 

YAKE 0.2038 

MultipartieRank 0.2756 

 

 

4. CONCLUSION 

The Q-DAMEN method which adds the process of extracting words from the background of 

sentences, shows better results than the baseline. The best results are shown in variation (b) with keyword 

query inputted into the discriminator component to retrieve top-K documents, and the generator still uses the 

background sentence query. The worst results are shown in variations (a), (c), which use the results of the 

keyword query inputted into the generator component. Among the keyword extraction methods used, the 

MultipartieRank method shows the best results with a Rouge-1 value of 29.12, Rouge-2 is 0.79, and Rouge-L 

is 15.53. The more accurate the keyword query, the more accurate the selection of top-K documents, which 

further results in the more accurate summarization results. 

The use of keyword extraction in this study is an important factor in producing a better summary. In 

fact, traditional keyword extraction methods have been able to produce a summary that is superior to the 

baseline. Currently, many keyword extraction methods have been developed, ranging from traditional 

approaches to deep learning methods, which are able to overcome various limitations of traditional methods 

and are worth exploring in further research. Keyword extraction methods such as KeyGames and jointGL 

show the best performance for unsupervised data. Meanwhile, for supervised data, models such as SMART-

KPE+Full and KIEMP provide the most optimal results. Therefore, the keyword extraction approach needs to 

be considered in future studies. In addition, considering the average document length of each cluster, the 

summary generation process needs to be tried with other models that can handle long documents, such as 

LED, Longformer, and BigBird-Pegasus. By making improvements adapted to variation (b), it is expected 

that the summarization results will be even better. 
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