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 The development of artificial intelligence technology, especially deep 

learning, has facilitated the emergence of increasingly sophisticated 

deepfake technology. Deepfakes utilize generative adversarial networks 

(GANs) to manipulate images or videos, making it appear as if someone said 

or did things that never actually happened. As a result, deepfake detection 

has become a critical challenge, particularly in the context of the spread of 

false information and digital crime. The purpose of this research is to create 

a method for detecting deepfakes using a convolutional neural network 

(CNN) approach, which has been proven effective in visual pattern 

recognition. Through training with a dataset of original facial images and 

deepfakes, the CNN model achieved an accuracy of 81.3% in detecting 

deepfakes. The evaluation results for metrics such as precision, recall, and 

F1-score indicated good performance overall, although there is still room for 

improvement. This study is expected to make a significant contribution to 

enhancing digital security, especially in detecting visual manipulations based 

on deepfakes. 
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1. INTRODUCTION 

The development of artificial intelligence (AI) technology has opened up many opportunities in 

various fields [1], but it has also brought new challenges, one of which is the emergence of deepfakes [2], 

[3]. Deepfake technology utilizes AI, particularly deep learning techniques, to manipulate a person's face in a 

video or image, making it appear as if the individual is doing or saying things that never actually happened 

[4], [5]. This technology often employs generative adversarial networks (GANs) [6] to modify original 

content or generate new content that closely resembles real people [7]. The potential for misuse of deepfakes 

is very high, especially in the context of spreading false information, identity manipulation, and digital 

crimes such as fraud and extortion [8]. For example, cases of fraud using deepfakes have resulted in losses 

amounting to billions of rupiah in international business transactions [9]. 

As deepfake technology becomes more sophisticated, detecting fake content becomes increasingly 

difficult [10], posing a serious challenge for researchers, particularly in developing technology that can detect 

and identify fake content automatically and quickly. One of the most effective approaches for detecting 

deepfakes is the use of convolutional neural networks (CNNs), a deep learning architecture recognized for its 

effectiveness in image processing and complex visual pattern recognition [11]. 

Although various methods have been developed to detect deepfakes, their accuracy levels are still 

not optimal, especially when dealing with high-quality deepfake videos. This study aims to develop a deep 
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learning-based deepfake detection method using CNNs [12], [13]. With this approach, the detection system is 

expected to analyze facial features with high accuracy, distinguishing real faces from those generated by 

deepfake technology. In addition, this study also aims to evaluate the effectiveness of the CNN method under 

various image and video conditions. 

Several previous studies, such as those by Sharma et al. [14], have shown that deep facial 

recognition technology has great potential in detecting high-quality deepfakes using the CNN method. This 

study holds significant importance in addressing the growing threat of deepfakes. The results of this study are 

expected to not only provide a more accurate solution for detecting deepfakes but also help enhance digital 

security across various sectors, particularly in identity authentication and cyber fraud prevention. With a 

more reliable detection method, the risks associated with the spread of fake content and identity misuse can 

be minimized [15]. 

 

 

2. METHOD 

This study aims to develop a deepfake detection system using the CNN [16] architecture to 

distinguish between real and deepfake faces. The research methodology involves several key stages, 

including data collection, data processing, model training, and model performance evaluation. The following 

are the methodological steps taken in this study. 

 

2.1.  Data collection 

The dataset used in this study consists of real and deepfake face images. The dataset is sourced from 

open platforms such as Kaggle [17], and it includes 140,000 face images, with an equal distribution of 70,000 

real faces and 70,000 deepfake faces generated by GANs [18]. These images have a uniform resolution of 

256×256 pixels to facilitate further processing. 

 

2.2.  Data Preprocessing 

Before being used for model training, the image data is processed through the following stages: 

− Normalization: the pixel values of the images are scaled to a range between 0 and 1 to facilitate the 

training process [19]. 

− Data augmentation [20]: techniques such as rotation, translation, and flipping are applied to increase the 

variation of training data and improve the model’s generalization ability. 

− Dataset division: the dataset is split into training and validation data with a ratio of 80:20 to maintain 

training quality and avoid overfitting [21]. 

 

2.3.  CNN model architecture 

The CNN model is used as the foundational architecture for the deepfake detection process [22]. 

CNN is chosen for its ability to recognize visual features hierarchically [23], [24], making it well-suited for 

detecting subtle differences between real faces and deepfakes. The stages in CNN [25], [26] include: 

− Convolution layer: this layer functions to extract features from the input image using a filter that moves 

spatially over the image. 

− Pooling: the pooling process reduces the dimensions of the image without removing important features, 

helping to minimize computational complexity. 

− Fully connected layer: this layer performs the final classification, determining whether the image is a real 

face or a deepfake 

 

2.4.  Training parameters 

The CNN model is trained using the following parameter configuration: 

− Optimizer: Adam (adaptive moment estimation) [27] is used to accelerate the convergence process during 

training. 

− Loss function [28]: binary cross-entropy is selected as the loss function since the problem is a binary 

classification. 

− Batch size: a batch size of 64 is used, providing a balance between training time and memory usage. 

− Number of epochs: the model is trained for 25 epochs, with validation loss monitoring to avoid 

overfitting. 

 

2.5.  Model evaluation 

To measure the performance of the developed CNN model, several evaluation metrics [29] are used, 

including: 

− Accuracy: measures the overall accuracy of the model in classifying images correctly. 
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− Precision, recall, F1-score: these metrics evaluate the balance between positive and negative predictions 

made by the model. 

− Receiver operating characteristic (ROC) curve [30]: this curve is used to visualize the model’s 

performance across various threshold values. 

 

2.6.  Testing and validation 

The model is evaluated using validation data that is distinct from the training set. Performance is 

measured through metrics including accuracy, precision, recall, and F1-score [31]. Furthermore, a confusion 

matrix is employed to gain more insight into the model’s accurate and erroneous predictions [32]. 

 

2.7.  Error analysis 

After the testing process, an analysis is conducted on cases where the model makes prediction errors 

[33]. This analysis helps in understanding the model’s limitations and serves as a basis for further 

improvements. 

 

 

3. RESULTS AND DISCUSSION 

3.1.  Experimental results 

This study successfully developed a deepfake detection system based on a CNN using a dataset 

consisting of 140,000 facial images, divided into 70,000 real facial images and 70,000 deepfake facial images 

from Kaggle [17]. The CNN model was trained for 25 epochs with a batch size of 64 using the rectified 

linear unit (ReLU) activation function and the Adam optimizer. The results showed that this model has a 

relatively good performance in detecting deepfakes. The performance of the model is presented in Table 1. 

Based on the results obtained from using the CNN model with a dataset of 140,000 images, an 

accuracy of 81.3% was achieved on the test data. The metrics show that the model successfully classifies 

most images, though there is potential to enhance its accuracy further. Besides accuracy, additional 

evaluation metrics like precision, recall, and F1-score are utilized to offer a more complete assessment of the 

model's effectiveness in detecting deepfakes. 

The results for these metrics are as follows: a precision value of 95%, indicating that the model has 

a low error rate in misclassifying fake faces as real faces; a recall value of 98%, showing that the model is 

highly sensitive to deepfake images and can detect most deepfake faces in the dataset; and an F1-score of 

97%, this indicates the model's strong capability in distinguishing between real and deepfake faces in a 

binary classification task. To gain deeper insights into the model's performance across different classification 

thresholds, a ROC curve and the area under the curve (AUC) [34] are generated, as illustrated in Figure 1. 

 

 

Table 1. Training evaluation of each model 
Model Dataset Test accuracy F1-score Precision Recall 

CNN 140,000 real and fake faces 0.813 0.97 0.95 0.98 

 

 

 
 

Figure 1. ROC curve CNN 
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Based on the generated ROC curve, the CNN model shows an AUC of 91% on a dataset containing 

140,000 real and fake face images, indicating good performance in distinguishing real and deepfake faces. 

Experiments were conducted to evaluate the accuracy of the proposed approach. Fake and real photos from 

each model were used in this experiment. As shown in Figure 2, almost all photos were successfully 

identified and correctly classified as either "Real" or "Fake". The real and fake photos were randomly 

selected from the validation folder. 

Figure 3 shows the decrease in training loss and validation loss against the number of epochs in the 

CNN model. At the beginning of training, both the training loss and validation loss decreased sharply, 

indicating that the CNN model quickly learned from the data. However, after several epochs, the validation 

loss of the CNN model began to increase, indicating potential overfitting, while the training loss continued to 

decrease, approaching zero, suggesting that the model was able to learn the training data well. 

 

 

 
 

Figure 2. Example of a real image in the first row and a fake image in the second row 

 

 

 
 

Figure 3. Loss over epoch CNN 

 

 

Figure 4 presents the confusion matrix for binary classification using this CNN model, illustrating 

the comparison between the expected predictions and the actual classification results. The diagonal elements 

represent the number of true positives (correct predictions for real faces) and true negatives (correct 

predictions for fake faces). In Figure 4, it can be seen that the model produced 9,583 correct predictions for 

real faces (true positives) and 9,827 correct predictions for fake faces (true negatives). However, the model 
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also produced 417 incorrect predictions for real faces that were classified as fake (false negatives) and 173 

fake faces that were incorrectly classified as real faces (false positives). Although the number of errors is 

relatively small, this indicates that the model is better at detecting fake faces than real faces, as reflected in 

the high recall value. 
 

 

 
 

Figure 4. CNN confusion matrix results 

 

 

3.2.  Discussion 

The results of this study indicate that CNN can be effectively used to detect deepfakes, although 

there are still some challenges that need to be addressed. The accuracy of 81.3% obtained is still below the 

optimal performance, which may be attributed to several factors, such as limited datasets or model 

parameters that have not been fully optimized. In future research, various approaches, such as increasing the 

amount of data or using more complex optimization techniques, can be explored to improve model 

performance. CNN has been shown to recognize complex visual patterns in images, making it suitable for 

tasks such as deepfake detection that require a deep understanding of visual features. CNN successfully 

distinguishes deepfake faces from real faces with a reasonable level of accuracy and offers advantages in 

terms of ease of implementation and flexibility in modifying the architecture. 

Although CNN's performance in detecting deepfakes is quite satisfactory, there are several 

limitations that need to be considered. One major challenge is the potential for overfitting on the existing 

datasets, where the model may learn to classify the training data too specifically but fail to generalize well to 

new data. Furthermore, although data augmentation has been applied, a wider variety of datasets is needed to 

handle different types of deepfakes that may be more difficult to detect. 

The results of this study have significant implications in efforts to prevent the misuse of deepfake 

technology. As deepfake technology continues to advance, deep learning-based detection methods such as 

CNNs can be an essential tool in mitigating the spread of fake content on the internet. Potential future 

developments include combining CNNs with other, more complex architectures or ensemble techniques to 

improve performance, as well as applying these methods to real-time video data for further detection. 

The results of the CNN model in this study are generally consistent with previous studies using 

similar methods. For example, research by Sharma et al. [14] also showed that CNNs are able to detect 

deepfakes with an accuracy of over 80%, particularly on high-resolution images. However, this study also 

indicates that the use of more complex models, such as ResNet or ensemble learning techniques, can further 

improve accuracy, highlighting an opportunity for future research. 

 

 

4. CONCLUSION  

This study successfully developed a deepfake detection method based on a CNN architecture, 

achieving a fairly good accuracy rate of 81.3%. This method has been proven capable of identifying the 

differences between real faces and deepfakes using visual features extracted by the CNN. However, these 

results indicate that there is still room for improvement, particularly in handling high-quality and more 
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complex deepfakes. The evaluation metrics, such as precision and recall values exceeding 95%, demonstrate 

that the model is highly effective in detecting deepfake faces, but it is slightly less optimal in detecting real 

faces. For future research, further development can focus on expanding the variety of datasets and 

implementing more complex deep learning techniques, such as ensemble learning or the use of more 

advanced neural network architectures. The results of this study have the potential to help mitigate the risk of 

spreading fake content, particularly in applications that require identity authentication and digital security. 
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