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 Accurate classification of Aquilaria oil species is essential for ensuring the 

quality and authenticity of agarwood oils, which are widely used in perfumes 

and traditional medicine. This study investigated the effectiveness of the k-

nearest neighbours (k-NN) machine learning model for classifying Aquilaria 

oil species based on four significant chemical compounds: dihyro-β-

agarofuran, δ-guaiene, 10-epi-γ-eudesmol, and γ-eudesmol. The dataset 

comprised 480 samples of Aquilaria oil, which were analyzed using gas 

chromatography-mass spectrometry (GC-MS) and gas chromatography-

flame ionization detector (GC-FID). The k-NN model, with an optimal k-

value of 10 and using euclidean distance as the distance metric, achieved 

100% accuracy, sensitivity, specificity, and precision in both training and 

testing datasets. These results demonstrate the robustness of k-NN in species 

identification, highlighting the discriminative power of the selected 

compounds. This study verifies that the integration of chemical profiling 

with machine learning offers a scalable solution for accurate species 

identification in the essential oil industry. Future work could explore hybrid 

models and data expansion techniques to further enhance the classification 

performance in more complex environmental conditions. 
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1. INTRODUCTION 

Aquilaria, a genus of trees known for producing highly valued agarwood, yields essential oils 

widely used in perfumes, traditional medicine, and aromatherapy. However, the accurate classification of 

Aquilaria oil species presents significant challenges due to their complex chemical composition and the 

overlap of compounds across different species. Identifying the specific species of Aquilaria oil is important 

for quality control and ensuring the authenticity of products, but manual and traditional methods often fall 

short in accuracy and efficiency [1], [2]. 

One of the major challenges in classifying Aquilaria oil species is the high degree of chemical 

similarity between different species, particularly in key compounds such as dihyro-β-agarofuran, δ-guaiene, 
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10-epi-γ-eudesmol, and γ-eudesmol. These similarities complicate species differentiation when relying solely 

on conventional methods like GC-MS and GC-FID, often leading to potential misclassification [3], [4]. 

Additionally, environmental factors such as soil conditions, climate, and extraction methods can cause 

variations in the chemical compounds of oils derived from the same species, further complicating the 

classification process [3]. 

Recent reports [5], [6] indicate that these challenges come from the limitations of traditional 

techniques, which lack the precision required to handle such overlapping data, especially in industrial 

applications where large-scale identification is necessary. Advances in machine learning (ML) have begun to 

offer promising solutions by leveraging computational models that can process and analyze complex 

chemical data with greater accuracy. These techniques, including support vector machines (SVM), random 

forests, and k-nearest neighbour (k-NN) models, have been applied to this problem with varying degrees of 

success [7], [8]. 

In particular, the k-NN model has gained attention due to its simplicity, versatility, and effectiveness 

in handling multi-dimensional datasets. k-NN is a non-parametric ML algorithm that classifies data points 

based on the majority label of their closest neighbours in a multidimensional space [9]. This technique has 

been shown to perform well in species identification tasks where chemical compound data, such as those 

obtained from Aquilaria oil, need to be analyzed. 

Researchers have been inspired to apply the k-NN model to the classification of Aquilaria oil 

species by the need for more reliable and scalable identification techniques. Recent studies have 

demonstrated the potential of k-NN and similar models to achieve higher accuracy by considering multiple 

chemical compounds simultaneously [10]. By employing 3D plotting techniques, researchers have been able 

to visualize the separation of species based on their chemical compounds, enabling more precise 

classification. These advances suggest that k-NN, when compared to other models like SVM and random 

forests, is particularly well-suited for this task, achieving notable results in separating Aquilaria species with 

greater than 90% accuracy [11]. 

One of the most significant achievements in this field has been the development of hybrid models 

that combine k-NN with dimensionality reduction techniques such as principal component analysis (PCA). 

This combination helps in reducing the complexity of the data, leading to faster processing times and 

improved classification accuracy [12], [13]. However, while k-NN has shown considerable promise, studies 

that cross-evaluate machine learning models under varying background conditions, such as different 

extraction methods or environmental factors, indicate that k-NN's performance may decrease in highly noisy 

datasets, requiring further improvements [14]. 

The objective of this study was; i) to assess the effectiveness of the k-nearest neighbours (k-NN) 

model in accurately classifying Aquilaria oil species based on the chemical compounds such as dihyro-β-

agarofuran, δ-guaiene, 10-epi-γ-eudesmol, and γ-eudesmol. ii) To determine the significance of the selected 

chemical compounds in distinguishing between different Aquilaria oil species and enhancing the 

classification accuracy using the k-NN model. 

 

 

2. MATERIALS AND METHODS 

The input data used in this study consisted of the peak area (%) of significant chemical compounds 

found in four species of Aquilaria oil samples. These chemical compounds, including dihyro-β-agarofuran, δ-

guaiene, 10-epi-γ-eudesmol, and γ-eudesmol, were extracted using GC-MS and GC-FID analyses. The data 

was then subjected to a k-NN classification model developed within MATLAB software. The k-NN 

algorithm operates by analyzing the chemical compounds of each sample and classifying it based on the 

majority class of its nearest neighbours in a multi-dimensional space, where the dependent variable was the 

species label of the Aquilaria oil. The evaluation of the model was conducted by comparing its predicted 

classifications against actual species labels, using performance metrics such as accuracy, sensitivity, 

specificity, and precision. Cross-validation techniques were applied to ensure the robustness and 

generalizability of the model under various conditions, with accuracy being the primary criterion for model 

performance. 

 

2.1.  Data collection and experimental setup 

Data collection as illustrated in Table 1 are used to classify Aquilaria oil species based on their 

chemical composition. The dataset comprises 480 samples of agarwood oil obtained from the Bio Aromatic 

Research Centre of Excellence (BARCE) at Universiti Malaysia Pahang Al-Sultan Abdullah (UMPSA). 

These samples were chosen for their comprehensive representation of four Aquilaria oil species: Aquilaria 

Beccariana (AB), Aquilaria Malaccensis (AM), Aquilaria Crassna (AC), and Aquilaria Subintegra (AS). 

Each sample was analyzed to determine the percentage of peak area for four chemical compounds: dihyro-β-

agarofuran (a), δ-guaiene (b), 10-epi-γ-eudesmol (c), and γ-eudesmol (d). The need for collecting data from 
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these compounds originates from their relevance as key biomarkers in distinguishing between different 

Aquilaria oil species. 

 

 

Table 1. List of chemical compounds dataset and peak area (%) for each Aquilaria oil species 

Code Chemical compounds Indent. mode 
Peak area (%)/Oil species 

AB AM AC AS 

a dihyro-β-agarofuran FID,MS 1.25 0.55 0.48 0.44 
b δ-guaiene FID,MS 0.74 2.02 0.21 0.35 

c 10-epi-γ-eudesmol  FID,MS 0.34 6.73 2.54 2.16 

d γ-eudesmol FID,MS 0.26 2.17 0.95 1.85 

 

 

The peak area (%) varies significantly between the Aquilaria species. For instance, compound a 

shows its highest presence in AB at 1.25%, while AM records a lower value of 0.55%. Similarly, compound 

b is significantly higher in AM, with a peak area of 2.02%, compared to just 0.21% in AC, emphasizing the 

compound's role as a distinguishing factor for species identification. The presence of compound c is also 

most pronounced in AM, where it reaches 6.73%, underscoring its importance in differentiating AM from the 

other species. In contrast, compound d shows a more balanced distribution across all species, although it 

peaks in AM at 2.17%, suggesting it plays a role in species differentiation but with less distinctiveness than 

other compounds. 

The variations in chemical composition across the species demonstrate that AM tends to have the 

highest concentration of all four compounds, particularly compounds b and c, indicating a richer chemical 

compound. On the other hand, AC exhibits consistently lower peak areas, especially for compound b, making 

it chemically distinguishable from the other species. The more evenly distributed of compound d across 

species indicates that this compound might have limited value in distinguishing between different Aquilaria 

species compared to the other chemical markers. 

Experimental analysis was conducted using MATLAB software, which was utilized to implement 

the k-NN classification model. MATLAB was chosen for its powerful computational and data visualization 

capabilities, as well as its specialized machine learning toolboxes that are ideal for handling complex 

multidimensional datasets like those generated by gas chromatography-mass spectrometry (GC-MS) and gas 

chromatography-flame ionization detector (GC-FID) analyses. MATLAB’s flexibility and precision in model 

development and evaluation make it well-suited for this type of chemical compound-based classification task. 

 

2.2.  Sample preparation and GC-MS/GC-FID analysis 

The extraction process was conducted by BARCE at UMPSA, where ground agarwood chips were 

soaked in water for several days to facilitate the breakdown of oil glands. Hydro distillation was then 

performed over 3 to 5 days to extract the agarwood oil. Once extracted, the oil samples were prepared for 

analysis by diluting them in analytical-grade dichloromethane (DCM) [15]. 

GC-MS analysis was performed using an Agilent 7890B GC System coupled with an Agilent 5977A 

mass spectrometer detector (MSD). The system utilized a DB-1ms column (30 m×250 μm×0.25 μm) with 

helium as the carrier gas at a flow rate of 1.0 mL/min. The oven temperature was programmed to start at 80 

°C and increase at a rate of 3 °C per minute until reaching 250 °C, where it was held for 3 minutes. The mass 

spectrometer operated in electron impact (EI) mode with 70 eV energy. Mass spectra were identified using 

the National Institute of Standards and Technology (NIST) library, requiring a minimum similarity of 80% 

for confirmation. 

Simultaneously, GC-FID analysis was conducted using a similar system, but with an FID detector 

operating at 250 °C. Peak areas of the four target chemical compounds were measured, and these values were 

used as input for the k-NN model. 

 

2.3.  Data integration and k-NN model development 

The peak areas of the four chemical compounds were integrated into the k-NN classification model 

as input data. Each sample’s peak areas for compounds a, b, c, and d were processed to classify the sample of 

the four Aquilaria oil species: AB, AM, AC, or AS. The k-NN model works by analyzing the distances 

between the chemical compounds of each sample and those of its nearest neighbours, classifying each sample 

based on the majority species of its neighbours in the feature space. 

As depicted in Figure 1, the experimental process begins with data pre-processing, which is essential 

to ensure the accuracy and reliability of the k-NN classification model. Data pre-processing involves three 

critical steps: normalization, randomization, and data division. Data normalization is applied to scale the 

input features, which are the peak area percentages of the four chemical compounds in Aquilaria oil, into a 
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uniform range to improve the model’s performance. The continuous input features are normalized into a 

range that correlates with the species classes from 1 to 4, as presented in Table 2, corresponding to AB (Class 

1), AM (Class 2), AC (Class 3), and AS (Class 4). This ensures that no single feature dominates the model 

due to varying input data scales. Following normalization, the k-NN model’s parameters were defined as 

follows: 

a) Training and testing ratio: 80:20–80% of the dataset is used for training, and 20% for testing. This ratio 

helps prevent overfitting and ensures the model generalizes well to new, unseen data. 

b) k-Value: 10–The model considers the 10 nearest neighbours for classification, a value that balances 

model complexity and accuracy. 

c) Distance metric: euclidean distance–this metric calculates the straight-line distance between two points 

in multi-dimensional space, determining similarity between samples. 

 

 

 
 

Figure 1. Process framework of k-NN model 

 

 

The dataset was divided into training and testing sets, with 80% used for training and 20% reserved for 

testing. The 80% training data allows the model to learn patterns and correlations within the chemical 

compound data, while the remaining 20% is used to evaluate the model’s performance. This data split is 

commonly employed to prevent overfitting, ensuring the model performs well on both known and unseen data. 

Once pre-processing is complete, the k-NN model is trained and applied to classify the samples 

based on the euclidean distance. The euclidean distance measures the straight-line distance between two 

points, represented by their chemical compound values, and is calculated as shown in (1): 

 

𝑑(𝑝, 𝑞) = √(𝑝1 − 𝑞1)2 + (𝑝2 − 𝑞2)2 + ⋯ + (𝑝𝑛 − 𝑞𝑛)2 (1) 

 

In this formula, 𝑝 and 𝑞 represent two data points in the feature space, with 𝑛 dimensions 

corresponding to the four chemical compounds. The k-NN algorithm then selects the k closest points 

(neighbours) and classifies a sample based on majority voting among these neighbours. The model's 

performance is evaluated using a confusion matrix, as illustrated in Table 2. Table 2 provides an example of a 

4×4 multiclass confusion matrix for Class 1. The matrix highlights four key performance metrics: 

a) True positive (TP): the model correctly classifies a sample into the correct Aquilaria oil species (e.g., 

correctly identifying AM). 

b) True negative (TN): the model correctly identifies that a sample does not belong to a particular species 

(e.g., correctly rejecting a sample that is not AB). 
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c) False positive (FP): the model incorrectly predicts a sample as belonging to a species when it does not 

(e.g., predicting AC as AS). 

d) False negative (FN): the model fails to correctly classify a sample, instead misclassifying it as another 

species (e.g., classifying AB as AC). 
 

 

Table 2. Multiclass confusion matrix for class 1 (4×4) 
Actual/predicted Class 1 Class 2 Class 3 Class 4 

Class 1 TP FN1 FN2 FN3 
Class 2 FP1 TN1 TN2 TN3 
Class 3 FP2 TN4 TN5 TN6 
Class 4 FP3 TN7 TN8 TN9 

* 

TNT = TN (1+2+…+9) 

FPT=FP (1+2+3) 

FNT=FN (1+2+3) 

 

 

In a multiclass confusion matrix, these metrics are calculated for each class, providing a 

comprehensive overview of the model's performance in handling multiple species. The diagonal elements 

represent the correctly classified samples for each species, while off-diagonal elements highlight the 

misclassified samples [16]-[18]. By analyzing the balance between true positives and false 

positives/negatives, the model’s strengths and weaknesses in distinguishing between the four Aquilaria oil 

species can be assessed. 

The overall performance of the k-NN model is evaluated using key metrics such as accuracy, 

sensitivity (recall), specificity, and precision [19]. Accuracy is calculated as 
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
, indicating how 

often the model makes correct predictions. Sensitivity evaluates the model’s ability to identify true positives, 

while specificity measures how well the model avoids false positives. Precision represents the ratio of true 

positives to the sum of true positives and false positives, illustrating the model’s exactness in classification 

[19], [20]. 

The k-NN model’s performance is optimized by adjusting the k-value and using the Euclidean distance 

metric. By fine-tuning these parameters, the model minimizes misclassification errors, particularly reducing 

false positives and false negatives [21]. The formulas for each evaluation metric are provided in (2)-(5). 
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁T

𝑇𝑃 + 𝐹𝑁𝑇 + 𝐹𝑃𝑇  + 𝑇𝑁𝑇
  𝑥 100 (2) 

 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁𝑇
 x 100 (3) 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃𝑇
  x 100 (4) 

 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁T

𝐹𝑃𝑇 + 𝑇𝑁𝑇
  x 100 (5) 

 

Finally, the k-NN model was validated using independent samples that were not included in the 

original training dataset. These tests confirmed that the model met all performance criteria, demonstrating 

high accuracy, sensitivity, specificity, and precision. The results affirm the robustness of the k-NN model in 

classifying Aquilaria oil species, making it a reliable tool for species identification based on chemical 

compounds. 
 

 

3. EXPERIMENTAL RESULTS 

In this section, it is explained the results of research and at the same time is given  

the comprehensive discussion. Results can be presented in figures, graphs, tables and others that make  

the reader understand easily [22], [23]. The discussion can be made in several sub-sections. 
 

3.1.  Boxplot analysis 

The boxplot analysis was conducted to identify significant chemical compounds in Aquilaria oil 

samples. The boxplot method helped in visualizing the distribution and variability of the peak areas of the 

compounds across four Aquilaria oil species: AB, AM, AC, and AS. 

In this case, the boxplot identified four significant compounds based on their peak area (%) values, 

focusing on the highest medians. By visually inspecting the boxplots for each species, these four compounds 
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emerged as the most frequently selected compounds with the highest peak areas. This selection process was 

pivotal because the compounds with the highest median peak areas across species indicate their importance 

in distinguishing between the oil species [24]. These compounds were then selected for further analysis. 

 

3.2.  3D graphs and confusion matrix 

The 3D visualization results (Figure 2) offer critical insights into the effectiveness of the k-NN 

model in classifying Aquilaria oil species based on the selected chemical compounds, a, b, c, and d. As 

shown in Figures 2(a)-2(c), these results present the chemical compounds of the Aquilaria oils in a three-

dimensional space, allowing for a clear visual distinction between the different Aquilaria species. The 3D 

plot axes represent the peak area (%) of the compounds, highlighting their importance in separating species. 

 

 

  
(a) (b) 

 

 
(c) 

 

Figure 2. The 3-Dimension graphs of four Aquilaria oil species based on (a) a, b, c compounds, (b) a, c, d, 

and (c) b, c, d 

 

 

The 3D plots demonstrate distinct clusters for each Aquilaria species, confirming the discriminative 

power of the selected compounds. Each cluster corresponds to a specific species, and the separation between 

clusters indicates that the chemical compositions of the species are sufficiently distinct. This separation 

visually supports the high classification accuracy achieved by the k-NN model, as the well-defined clusters 

suggest that the model can easily distinguish between the species. The strong separation between the clusters 

for species such as AC and AM underscores the relevance of the selected compounds in enhancing 

classification performance. 

Additionally, the 3D results emphasize the role of specific compounds in the classification process. 

Axes corresponding to compounds b and c display more significant separations between species, indicating 

their higher relevance in distinguishing the oil profiles. This observation further validates the choice of these 

compounds for inclusion in the classification model. In contrast, any overlap in the 3D space could suggest a 



                ISSN: 2502-4752 

Indonesian J Elec Eng & Comp Sci, Vol. 39, No. 1, July 2025: 178-189 

184 

need for further refinement of the model or the addition of more discriminative features to improve 

classification accuracy in cases where species show similar chemical compounds. 

Figure 3 presents the confusion matrices used to evaluate the performance of the k-NN classification 

model in distinguishing four Aquilaria oil species based on selected chemical compounds. As shown in 

Figures 3(a) and 3(b), the matrices correspond to the training and testing datasets, respectively, offering 

insights into the model’s classification accuracy. 

 

 

  

(a) (b) 

 

Figure 3. Confusion matrix of four Aquilaria oil species for training (a) testing and (b) data 

 

 

For the training data (3.1), which utilized 80% of the total dataset, the confusion matrix revealed 

accurate classification results. The four species (AB, AM, AC, and AS) were correctly predicted for every 

sample. Specifically, there were 24 TP for AB, 27 for AM, 24 for AC, and 21 for AS. No FP or FN were 

observed in the training data, resulting in 100% accuracy. This shows that the k-NN model successfully 

learned the patterns from the training data, accurately distinguishing the species based on their chemical 

compounds. 

When evaluated on the testing data (3.2), which comprised 20% of the dataset, the model once again 

achieved accurate classification. The confusion matrix for the testing data indicated six correct predictions 

for AB, three for AM, six for AC, and nine for AS. Similar to the training set, no FP or FN were reported, 

and the model demonstrated 100% accuracy. The fact that the k-NN model maintained accurate accuracy on 

unseen testing data highlights its ability to generalize well beyond the training phase without overfitting. 

As depicted in Table 3, further validation of the model's performance is demonstrated through key 

metrics such as accuracy, sensitivity, specificity, and precision, all of which reached 100%. This outcome is 

based on the confusion matrix, which reveals that every sample was correctly classified, with no errors in 

predicting the species. Each class, representing different species of Aquilaria oils, was accurately identified, 

with no FP or FN across both the training and testing datasets. This indicates that the chemical compounds of 

each species were distinctive for the model to classify them without confusion. 

 

 

Table 3. Standard performance evaluation of four different Aquilaria oil species 
Parameters Percentages (%) 

Accuracy 100 

Sensitivity 100 
Specificity 100 

Precision 100 

 

 

Starting with accuracy, the metric is calculated as the ratio of correct predictions (TP and TN) to the 

total number of predictions. The confusion matrix shows that all samples were placed in the correct category, 

leading to no misclassifications. As a result, the accuracy reached 100%, as the model made correct 

predictions for all species. Furthermore, sensitivity (recall) evaluates the model's ability to correctly identify 
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TP for each species. Given that no samples were misclassified as another species, the model's sensitivity for 

each species was accurate, indicating that every species' true samples were correctly identified without error. 

Additionally, the model achieved 100% in specificity, which measures the ability to correctly reject 

samples that do not belong to a particular species. The confusion matrix confirms that no species was falsely 

classified as another. For example, the model never incorrectly identified AB as AC, showing that it avoided 

false positives entirely. Finally, precision, which is the ratio of TP to the sum of TP and FP, was also 

accurate. This means that all predictions made for each species were reliable, with no erroneous 

classifications. 

The combination of these factors which are distinct chemical compounds, an appropriate k-value of 

10, and the Euclidean distance metric enabled the k-NN model to excel in identifying the species. The 

model's ability to map the chemical compound data into a distinct feature space ensured that each species was 

separated, reducing the likelihood of any overlap. Therefore, the accurate classification demonstrated by the 

confusion matrix reflects the k-NN model's robustness and accuracy in handling this dataset, resulting in 

reliable performance across all evaluation metrics. 

 

 

4. DISCUSSION 

The results of this study demonstrated that the k-NN model, based on four significant chemical 

compounds, a, b, c, and d achieved accurate accuracy in classifying Aquilaria oil species. This aligns with 

recent research emphasizing the importance of chemical markers in essential oil classification. For example, 

[25] identified these sesquiterpenes and oxygenated compounds as key indicators of agarwood oil quality and 

origin. The use of Euclidean distance in the k-NN model further strengthened its ability to accurately classify 

species based on chemical compounds. Studies have similarly shown that combining chemical compounds 

with machine learning algorithms yields high accuracy in essential oil species identification [26]. 

The 3D visualization results strongly confirm the k-NN model's robust classification capabilities. 

The distinct clustering of Aquilaria oil species in the 3D space highlights the effectiveness of the selected 

chemical compounds in species differentiation and further underscores the model's ability to achieve high 

accuracy. This visualization reinforces the utility of chemical compounds combined with machine learning 

for large-scale classification of essential oils, offering a compelling approach for industrial applications. 

Moreover, the high accuracy achieved by the k-NN model reflects the strong discriminative power 

of the selected chemical compounds, which have been consistently reported in the literature as important 

markers for Aquilaria species identification. In [27] confirmed that compounds a, b, c, and d are prevalent in 

high-quality agarwood oils, providing consistent chemical signatures across species. The selection of these 

compounds in this study, validated by the confusion matrix and performance metrics, aligns with findings 

from previous studies, further supporting their reliability in distinguishing between different Aquilaria 

species when integrated into machine learning models. 

Additionally, the results suggest broader applicability of the k-NN model for other essential oil 

classification tasks. The high performance achieved here demonstrates the potential for applying similar 

approaches in industrial settings where large-scale classification of oils is required. Since machine learning 

techniques like k-NN can handle complex chemical data with minimal pre-processing, this model could be 

particularly useful in commercial authentication processes. Future research could explore hybrid approaches, 

combining k-NN with advanced models such as random forests or support vector machines, to enhance 

classification accuracy, particularly in noisy or more varied environmental conditions [28]. 

 

 

5. CONCLUSION 

This research investigated the application of the k-NN model for classifying Aquilaria oil species 

based on four significant chemical compounds: dihyro-β-agarofuran (a), δ-guaiene (b), 10-epi-γ-eudesmol 

(c), and γ-eudesmol (d). The analysis revealed that the k-NN model, utilizing euclidean distance and an 

optimal k-value of 10, achieved a classification accuracy of 100% across both training and testing datasets, 

demonstrating the model’s robustness and efficiency in species identification. The use of these selected 

compounds resulted in high performance metrics, including precision, sensitivity, and specificity, surpassing 

expectations in distinguishing between Aquilaria species. These findings suggest that the integration of 

specific chemical markers significantly enhances the performance of machine learning models for species 

identification in essential oils. This study proposes that machine learning models incorporating these key 

chemical markers can provide scalable solutions for large-scale classification tasks, particularly in the 

essential oil industry. Additionally, future research could explore the combination of multiple machine 

learning approaches and data augmentation techniques to further enhance classification performance in more 

complex or varied extraction environments, ensuring broader applicability and greater generalization. 
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