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 Emotion recognition using electroencephalography (EEG) is a better choice 
because it can’t be easily mimicked like facial expressions or speech signals. 

The emotion of EEG signals is not the same and vary from human to human, 
as everyone has different emotional responses to similar stimuli. Existing 
research has achieved lesser classification accuracy as it relies on whole 
feature subsets that include irrelevant features for classifying emotions. This 
research proposes the inertia factor and crossover strategy (IFCS)-based 
particle swarm optimization (PSO) algorithm to select relevant features for 
classification, which removes irrelevant features and enhances classification 
performance. Then, the self-attention with gated recurrent unit (SA-GRU) 

method is developed to classify the valence and arousal emotion classes, 
which focuses much on the significant parts of emotions and reaches high 
classification accuracy. The proposed IFCS-PSO and SA with GRU method 
achieved an accuracy of 98.79% for the valence class and 98.03% for the 
arousal class of the DEAP dataset, outperforming traditional approaches 
such as convolutional neural networks (CNN). 
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1. INTRODUCTION  

Emotions play a crucial role in the evolution of neurophysiological processes and the development 

of awareness [1]. Human emotions are considered a complex psychological state, which is majorly integrated 

with the reasoning, perception, and intelligence phases of human beings [2]. With the progression of 

interfaces in the brain-computer, the analysis of human emotions has minimized the burden on physically and 

mentally impaired people when communicating with others [3]-[5]. Emotion is represented as the activity of 

internal neurons that derive responses and behaviours based on various external stimuli [6]. 
Electroencephalogram (EEG) signals are majorly utilized, between various biological signals, for detecting 

emotions by placing electrodes on the scalp [7]. Psychiatric and neuroscientific research on emotion analysis 

suggests that humans are capable of a limited group of significant emotions [8]. The two-dimensional 

circumplex valence-arousal (V-A) method is majorly utilized for quantifying emotion states [9]. From  

a psychological perspective, the V-A framework is integrated with stimuli to understand and categorize 

emotional responses. Valence refers to the effective quality that represents positive or negative emotions, 

ranging from disturbance to happiness [10], while arousal refers to the emotion intensity. By various 

https://creativecommons.org/licenses/by-sa/4.0/
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research, classical machine learning (ML)-based emotion recognition techniques extract handcrafted features 

from EEG signals based on time, frequency, or time-frequency domains and next exploit features in various 

supervised classifiers [11], [12]. Deep learning (DL), a type of ML approach that automatically learns the 

feature hierarchy and classifiers at the end of trends [13]. The features extracted through DL approaches are 

adopted into inherent structural patterns of information, hence, much discrimination and robustness than 

handcrafted features [14]. Like ML approaches, DL does not need feature descriptors.  
Wang et al. [15] presented a DL model for multimodal emotion recognition based on the integration 

of EEG signals and facial expressions for better classification. Initially, a pre-trained convolutional neural 

network (CNN) was utilized to extract facial features from facial expressions. An attention mechanism was 

then implemented to extract complex features from facial frames. CNNs were then employed to extract 

spatial features from the actual EEG signals that utilized local and global convolution kernels for feature 

learning. However, the presented method did not resize the signals, which affected the performance of the 

model. Pandey and Seeja [16] implemented a subject independent emotion recognition approach from EEG 

signals using variational mode decomposition (VMD) for feature extraction and deep neural network (DNN) 

as a classifier.  

In the implemented method, VMD was used to attain intrinsic mode functions (IMF) from the EEG 

data. For each IMF, two features, such as peak value of power spectral density and initial variance of signals 

were measured, and these features were fed to the DNN for classification. The method used the whole set of 
features for classification, which minimized performance due to irrelevant and inappropriate features. 

Samavat et al. [17] suggested a hybrid CNN and bidirectional long short-term memory (Bi—LSTM) for 

emotion recognition. The CNN extracted time-invariant features from the original EEG data, while the Bi-

LSTM allowed long-range lateral interactions among the features. An adaptive regularization technique was 

applied to each parallel layer of the CNN for considering the spatial data of EEG electrodes. The suggested 

method executed all processes in parallel, which improved computational efficiency. However, the method 

faced the issue of gradient vanishing during training, which minimized classification performance. 

Hussain et al. [18] developed a lightweight pyramidal one-dimensional CNN with a few learnable 

parameters. Using this method, a two-phase ensemble classifier was developed. Every channel was scanned 

in the initial layer to generate predictions, which were fused by majority voting. The next phase fused the 

predictions of whole signal channels using majority voting to predict the emotional state. The developed 
method employed a pyramidal structure of CNN with less complexity and did not need a large amount of 

data to learn.  

However, CNN was not much suitable for sequence data, which reduced classification performance. 

Joshi and Ghongade [19] introduced the modified differential entropy (MD-DE) feature extractor for 

detecting the non-linearity and non-Gaussian EEG signals. The BiLSTM and multi-layer perceptron (MLP) 

were utilized for classifying the emotional states of subjects. The Bi-LSTM network learned long-term time 

series EEG and spatial data from various brain regions. However, the method has limited classification 

performance due to less focus on significant phases of emotions. The essential contributions of this research 

are as: 

- The inertia factor and crossover strategy (IFCS)-based particle swarm optimization (PSO) for feature 

selection is developed, which eliminates irrelevant features and feeds the relevant features for 

classification. 

- The self attention–gated recurrent unit (SA-GRU)-based classification approach is developed, which 

classifies different emotion classes with high classification accuracy. 

- The SA mechanism is used in the GRU layer, which focuses on significant phases of emotions in the 
signals and mitigates gradient vanishing issues to enhance classification performance. 

The research paper is organized as follows: section 2 describes the proposed approach. Section 3 

presents the results and discussion. The conclusion of this research is provided in section 4. 

 

 

2. PROPOSED METHOD 

The effective optimization-based feature selection algorithm and the DL-based classification are 

developed to classify emotions. The DEAP, MAHNOB-HCI, and SEED datasets are used, which contain 

EEG signals of emotions, these are pre-processed using resizing and label encoding. Then, statistical features 

are extracted to differentiate emotion classes, and the irrelevant features are eliminated using the developed 

IFCS-PSO algorithm. At last, the various classes of emotions are categorized using SA-GRU. Figure 1 
illustrates the process of emotion classification using EEG signals. 
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Figure 1. Process of emotion classification using EEG signals 

 

 

2.1.  Dataset 

The dataset used for this research is DEAP, a multimodal dataset generally used to study human 

emotional states [20]. In this dataset, 32 subjects are examined, and 40 videos, each 63 seconds, are chosen as 

trigger stimuli. Additionally, the central nervous system, peripheral physiological system, and facial 

expressions of the initial 22 subjects are recorded. Figure 2 represents sample images from the dataset. The 

MAHNOB-HCI dataset [21] includes 25 subjects, 20 trail of every subject, 38 available channels, and a 30 

second length for rating emotion. The SEED dataset [22] includes 15 subjects recorded in the brain-like 

computing and machine intelligence (BCMI) laboratory, with classes of positive, negative, and neutral 

emotions. Each video clip is about 4 minutes, and each subject watches 5 clips per emotion. 
 

 

   
 

Figure 2. Accuracy vs epoch on valence class 
 

 

2.2.  Pre-processing 

The signals in the dataset are pre-processed using resize and label encoding methods. The pre-

processing phase is explained: resizing–the signals in the dataset are reshaped into a 2D matrix before being 

fed into the feature extraction phase. Where the rows represent the channels, and the columns represent the 

time-series data for each channel. This process structures the data uniformly for feature extraction and 

improves performance. Label encoding–the emotions in the dataset are encoded using categorical labels such 

as valence and arousal. High valance represents positive emotion, while low Valance represents negative 
emotion. The categorical labels are transferred to numerical values utilizing label encoding. This process 

allows the method to process emotional states effectively. 

 

2.3.  Feature extraction 

- Wavelet decomposition-EEG signals are non-stationary, meaning their statistical properties change over 

time. Wavelet decomposition is an efficient technique for analyzing these signals, as it gives both 

frequency and time data. Every EEG signal is decomposed to various frequency bands utilizing wavelet 

transform. This resulted from the wavelet coefficients representing the signals in different frequency 

bands. These sub-band signals capture the inherent oscillations in the brain integrated into various 
cognitive and emotional states. 

- Statistical features–after wavelet decomposition, statistical features are extracted from the coefficients of 

wavelet for each frequency band. These features include mean, variance, skewness, kurtosis, and energy. 

These features effectively analyze the characteristics of the signals, allowing the method to differentiate 

among various emotional states. A total of 128 features were extracted and given as input to the feature 

selection phase for selecting relevant features. 
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2.4.  Feature selection 

The extracted features are provided as input to the feature selection phase, which selects the relevant 

features for classification. In this research, the inertia factor and crossover strategy–particle swarm 

optimization (IFCS-PSO)-based feature selection method is used, which eliminates inappropriate features and 

provides the relevant features for emotion classification. The inertia factor (𝜔) controls the balance between 
exploration and exploitation in PSO. A high inertia factor supports exploration, while a low inertia factor 

leads to exploitation. The inertia is minimized over iterations to transition from exploration to convergence. 

The crossover strategy in PSO, inspired by the genetic algorithm (GA), where solutions exchange data to 

improve diversity. By employing the crossover process, good feature subsets are produced, and local optima 

are avoided. The crossover process allows particles to exchange features, supporting the algorithm in 

retaining useful traits from various solutions. The IFCS-PSO is a swarm of particles that flies in the search 

area to seek the optimum solution [23]. Each particle 𝑖 in a D-dimensional area includes velocity and 

position, and its respective mathematical formulas are given in (1) and (2). 

 

𝑉𝑖 = [𝑉𝑖1, 𝑉𝑖2, … , 𝑉𝑖𝐷],   𝑖 = 1,2, … , 𝑁                 (1) 
 

𝑋𝑖 = [𝑋𝑖1, 𝑋𝑖2, … , 𝑋𝑖𝐷],   𝑖 = 1,2, … , 𝑁               (2) 

 

In (1)-(2), the 𝑉𝑖 and 𝑋𝑖 represent the velocity and position vectors of the particles, 𝐷 represents the 

number of dimensions, and 𝑁 represents the size of the swarm. In the initial phase of the IFCS-PSO 

optimization process, the position and velocity of each particle are randomly generated within a range. In the 

iterative process of IFCS-PSO, each particle 𝑖 is guided by 𝑔𝑏𝑒𝑠𝑡 (global best particle), which is the best 

particle identified so far, and its 𝑃𝑏𝑒𝑠𝑡 (personal best position) to update its position and velocity. Here, the 
inertia factor (IF) of adaptive adjustment is used to improve the convergence rate and searchability of 

traditional PSO. In traditional PSO, the inertia weight is fixed, a large inertia weight is used for global search, 

while a small inertia weight is used for local search. This reduces both the the searchability and convergence 

rate of PSO. So, it is essential to adjust the inertia factor for self-adaption, and to modify and increase the 

particle size during the global search to enhance the optimization process. The mathematical formula for 

inertia weight with an adjustment strategy is given in (3). 

 

𝜔𝑛
𝑡 = {

𝜔𝑚𝑖𝑛 + (𝜔𝑚𝑎𝑥 − 𝜔𝑚𝑖𝑛)
𝑓(𝑥ℎ

𝑡 )−𝑓𝑚𝑖𝑛
𝑡

𝑓𝑎𝑣𝑔
𝑡 −𝑓𝑚𝑖𝑛

𝑡 , 𝑓(𝑥ℎ
𝑡 ) ≤ 𝑓𝑎𝑣𝑔

𝑡

𝜔𝑚𝑎𝑥 , 𝑓(𝑥ℎ
𝑡 ) > 𝑓𝑎𝑣𝑔

𝑡                                                             
 (3) 

 

In (3), 𝜔𝑚𝑎𝑥  and 𝜔𝑚𝑖𝑛  represent the current maximum and minimum IFs, respectively. 𝑓(. ) 

represents the fitness function, while 𝑓𝑎𝑣𝑔
𝑡  represents the average fitness of all particles and 𝑓𝑚𝑖𝑛

𝑡  represents 

the minimum fitness of all particles. After adjusting the IF for PSO, the mathematical formula for updating 

the position is given in (4) and (5). 

 

𝑉𝑖𝑑(𝑡 + 1) = 𝜔𝑛
𝑡 𝑉𝑖𝑑(𝑡) + 𝑐1𝑟1(𝑃𝑏𝑒𝑠𝑡𝑖𝑑(𝑡) − 𝑋𝑖𝑑(𝑡)) + 𝑐2𝑟2(𝑔𝑏𝑒𝑠𝑡𝑑(𝑡) − 𝑋𝑖𝑑(𝑡))              (4) 

 

𝑋𝑖𝑑(𝑡 + 1) = 𝑋𝑖𝑑(𝑡) + 𝑉𝑖𝑑(𝑡 + 1)       (5) 

 

In these equations, ωn
t  represents the inertia factor with the adjustment strategy. c1 and c2 represent 

the coefficients of cognitive and social acceleration, and r1 and r2 are random variables. After the particles 

update their position and velocities, their personal best position is updated, and the mathematical formula is 

given in (6). In the (6), the personal best position of a particle is updated only if the fitness of the generated 

particle Xi is better than its current fitness Pbesti. The mathematical formula for updating gbest is given in (7). 
 

𝑃𝑏𝑒𝑠𝑡𝑖(𝑡 + 1) = {
𝑋𝑖(𝑡 + 1)   𝑖𝑓 𝑓(𝑋𝑖(𝑡 + 1)) < 𝑓(𝑃𝑏𝑒𝑠𝑡𝑖(𝑡))

𝑃𝑏𝑒𝑠𝑡𝑖(𝑡)                                                  𝑜𝑟𝑒𝑙𝑠𝑒
        (6) 

 

𝑔𝑏𝑒𝑠𝑡(𝑡 + 1) = {
𝑃𝑏𝑒𝑠𝑡𝑖(𝑡 + 1),   𝑖𝑓 𝑓(𝑃𝑏𝑒𝑠𝑡𝑖(𝑡 + 1)) < 𝑓(𝑔𝑏𝑒𝑠𝑡(𝑡))

𝑔𝑏𝑒𝑠𝑡(𝑡),                                                                   𝑜𝑟𝑒𝑙𝑠𝑒
            (7) 

 

The process of IFCS-PSO is repeated until the stopping criteria are met. The stopping criteria are a 

population size of 30 and a maximum of 100 iterations. Then, the crossover strategy is employed to ensure 

population diversity in traditional PSO. 
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2.4.1. Crossover strategy  

In the crossover strategy of IFCS-PSO, 𝑚 particles are sorted based on their fitness, and half of the 

particles with the highest fitness are directly carried into the following generation. The remaining half of the 

particles are crossed, and two are randomly selected as parents. The real number crossing technique is 

utilized to get two individuals, and this phase is repeated till 
𝑚

2
 individuals are generated. Before and after the 

crossover, all particles are sorted based on their fitness, and half of the particles with the highest fitness are 

selected for the next generation. Additionally, particles that did not participate in the crossover process are 

included to increase the population further. This strategy enhances population diversity by preserving the best 
individuals and the ability of global optimum is increased. The selected relevant features of 101 are given as 

input to the classification phase to classify the different classes of emotions. 

 

2.5. Classification using self-attention with GRU 

In this research, the self-attention with GRU method is used to classify the different classes of 

emotions. The GRU is a variant of long short-term memory (LSTM), which has a simpler architecture than 

LSTM and effectively captures long-term series in sequential data like EEG signals [24], [25]. The 

parameters used in the GRU model include a learning rate of 0.0001, the adam optimizer, a binary-cross 

entropy loss function, a batch size of 32, and 10 epochs. The GRU majorly has two phases, such as the 

update and the reset gate. Let the input data at time 𝑡 be represented as 𝑥𝑡. The update gate determines which 

state data from the past rejected. When past state data ℎ𝑡−1 and 𝑥𝑡 are fed into the present state ℎ𝑡, the higher 

the value of the update gate, the more state data is provided from the past. The mathematical formula for 

calculating the value of the update gate is given in (8). 

 

𝑧𝑡 = 𝜎(𝑊𝑧 + 𝑈𝑧ℎ𝑡−1 + 𝑏𝑧)                               (8) 

 

In (8), 𝜎 represents the sigmoid function, 𝑏𝑧 represents bias of the update gate, 𝑊𝑧 represent weights 

of the update gate. The reset gate determines the extent to which past state data contributes to the present 

state. A smaller reset gate value indicates minimal influence from past state data on the current state. The 
mathematical formula for the reset gate is given in (9). 

 

𝑟𝑡 = 𝜎(𝑊𝑟𝑥𝑡 + 𝑈𝑟ℎ𝑡−1 + 𝑏𝑟)                           (9) 

 

In (9), 𝑟𝑡  represents the result of the reset gate at time 𝑡, 𝑏𝑟 represents the bias of the reset gate, and 

𝑈𝑟 and 𝑊𝑟 represent the weights of the reset gate. The output gate ℎ𝑡 of GRU is affected by 𝑧𝑡 , ℎ𝑡 , 𝑎𝑛𝑑 ℎ𝑡−1. 

The mathematical formula for calculating the output gate is given in (10) and (11). In the below equations, 

the ∗ represents multiplication operation. After that, the self–attention mechanism is used to focus more 

effectively on emotions in the signals and mitigate the gradient vanishing issue. 
 

ℎ̂𝑡 = 𝑡𝑎𝑛ℎ(𝑊 ∗ [𝑟𝑡 ∗ ℎ𝑡−1], 𝑥𝑡)           (10) 

 

ℎ𝑡 = 𝑧𝑡 ∗ ℎ𝑡−1 + (1 − 𝑧𝑡) ∗ ℎ̂𝑡                           (11) 

 

2.5.1. Self-attention layer 
The attention mechanism is employed by GRU to learn the significant and insignificant phases of 

features. A weight is applied to each input based on the interaction among input terms. Consider the input 

sequence 𝑋 = [𝑥1, 𝑥2, … , 𝑥𝑁] and the output sequence as 𝐻 = [ℎ1, ℎ2, … , ℎ𝑁]. Initially, three weight matrices 

are multiplied with the input matrix 𝑋. The 𝑋 is transformed into three different matrices: 𝑄, 𝐾, 𝑎𝑛𝑑 𝑉. The 

normalized values are multiplied by the weights of matrices 𝑉, and the mathematical formulas for the 

different matrices are given in (12) to (14). 

𝑄 = 𝑊𝑄𝑋                     (12) 

 

𝐾 = 𝑊𝑘𝑋                                                                (13) 

 

𝑉 = 𝑊𝑉 𝑋                                                                (14) 

 

The similarity among 𝐾 and 𝑉 is then measured. The formula for the 𝑄 matrix includes query vectors, 

represented as 𝑄 = [𝑞1, 𝑞2, … , 𝑞𝑁]. The 𝑘 matrix includes key vectors, represented as 𝐾 = [𝑘1, 𝑘2, … , 𝑘𝑁]. The 

𝑣 matrix includes value vectors, represented as 𝑉 = [𝑣1, 𝑣2, … , 𝑣𝑁]. The similarity is measured by q-vectors 

with multiple k-vectors, and these similarity scores are then normalized by softmax function. At last, the weigh 
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coefficients 𝛼 are derived. The mathematical formulas are given from (15) to (17). At last, the dot product for 

the attention score is scaled, and the mathematical formula is given in (18). 

 

ℎ𝑁 = 𝑎𝑡𝑡((𝐾, 𝑉), 𝑞𝑛)                                          (15) 

 

ℎ𝑁 = ∑ 𝛼𝑛𝑠𝑣𝑠
𝑁
𝑠=1                   (16) 

 

ℎ𝑁 = ∑ 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑠𝑐𝑜𝑟𝑒(𝑘𝑠 , 𝑞𝑛)) ∗ 𝑣𝑠
𝑁
𝑠=1      (17) 

 

𝐻 = 𝑉 ∗ 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 (
𝐾𝑇𝑄

√𝐷𝑘
)                                     (18) 

 

 

3. EXPERIMENTAL RESULTS 

The proposed technique is simulated in a python 3.10.12 environment with the configurations of 

Windows 10 (64 bit) OS, Intel core i5 processor, and 8GB RAM. The metrics used for evaluating the 

proposed technique are accuracy, recall, precision, and F1-score for two different classes: valence and 

arousal. Additionally, the accuracy graphs, loss graphs, confusion matrix, and Receiver Operation Curve 

(ROC) are evaluated for both classes of valence and arousal.  

In Table 1, the performance of IFCS-PSO algorithm is evaluated with different metrics for the two 

classes of arousal and valence. The existing algorithms considered for evaluating the performance of PSO are 
the Memetic Optimization Algorithm (MOA), Bat Optimization Algorithm (BOA), and Spider Monkey 

Optimization (SMO). The proposed IFCS-PSO algorithm achieved 98.79% accuracy, 98.21% precision, 

99.10% recall, and 98.65% F1-score for the valence class. The proposed IFCS-PSO algorithm achieved 

98.03% accuracy, 98.07% precision, 98.17% recall, and 98.13% F1-score for the arousal class.  

 

 

Table 1. Performance of IFCS-PSO based feature selection algorithm 
Algorithms Classes Accuracy (%) Precision (%) Recall (%) F1-score (%) 

MOA Valence 93.71 93.65 93.8 93.72 

Arousal 94.36 94.42 94.49 94.45 

BOA Valence 85.02 84.88 85.13 85.00 

Arousal 85.28 85.15 85.54 85.34 

SMO Valence 75.93 75.8 75.99 75.89 

Arousal 76.21 76.1 76.29 76.2 

IFCS-PSO Valence 98.79 98.21 99.10  98.65 

Arousal 98.03 98.07 98.17 98.13 

 

 

In Table 2, the performance of the SA with GRU algorithm is evaluated with different metrics for 

the two classes of arousal and valence. The existing classifiers considered for evaluating the performance of 

SA with GRU are CNN–LSTM, and recurrent neural network (RNN). The proposed Attention with GRU 

classifier achieved 98.79% accuracy, 98.21% precision, 99.10% recall, and 98.65% F1-score for the valence 

class. The proposed SA with GRU achieved 98.03% accuracy, 98.07% precision, 98.17% recall, and 98.13% 
F1-score for the arousal class. 

 

Table 2. Performance of Attention with GRU based classifier 
Classifiers Classes Accuracy (%) Precision (%) Recall (%) F1-score (%) 

CNN-LSTM Valence 91.78 91.34 91.91 91.62 

Arousal 92.45 92.67 92.53 92.6 

LSTM Valence 83.85 83.67 83.92 83.79 

Arousal 84.32 84.5 84.27 84.38 

RNN Valence 89.44 89.46 89.45 89.45  

Arousal 90.87 90.72 91.13 90.92 

SA with GRU Valence 98.79 98.21 99.10  98.65 

Arousal 98.03 98.07 98.17 98.13 

 

 

In Table 3, the performance of the IFCS-PSO algorithm is evaluated with different inertia factor and 

crossover startegies for the two classes of arousal and valence. The algorithms like IFCS-MOA, IFCS-BOA, 

and IFCS-SMO are considered to evaluate the performance of the IFCS-PSO algorithm. The proposed IFCS-

PSO algorithm achieved 98.03% accuracy, 98.07% precision, 98.17% recall, and 98.13% F1-score for the 

arousal class. 
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Table 3. Performance of different inertia factor and crossover startegy 
Algorithms Classes Accuracy (%) Precision (%) Recall (%) F1-score (%) 

IFCS-MOA Valence 91.72 91.48 91.93 91.65 

Arousal 92.28 92.67 92.85 92.61 

IFCS-BOA Valence 87.41 86.72 88.19 87.58 

Arousal 86.94 87.26 87.82 87.49 

IFCS-SMO Valence 78.15 77.64 78.92 78.47 

Arousal 74.36 74.18 74.71 74.53 

IFCS-PSO Valence 98.79 98.21 99.10  98.65 

Arousal 98.03 98.07 98.17 98.13 

 

 

In Table 4, the performance of different emotions is evaluated with metrics such as precision, recall, 

and F1-score. The different emotions, such as sad, angry, relaxed, and happy, are considered to evaluate the 

performance. The averge precision obtained is 98.41%, the recall is 98.43%, and the F1-score is 98.42% 

across the different emotions. 
 

 

Table 4. Different emotion evalutaion 
Different emotions Precision (%) Recall (%) F1-score (%) 

Sad 98.26 99.08 98.67 

Angry 98.97 98.57 98.77 

Relaxed 98.47 98.17 98.32 

Happy 97.96 97.88 97.92 

Average 98.41 98.43 98.42 

 

 

Figures 2 and 3 represent the accuracy vs. epoch graphs for the valence and arousal classes. In 

Figure 2, the validation accuracy starts higher than the training accuracy, representing that the classifier is 

well generalizable and performs well on the validation set. Figures 4 and 5 represent the confusion matrix for 

the valence and arousal classes. These figures show that the classifier performs well, with high recall and 

precision for both classes. The accuracy is approximately 98.5%. The method is efficient in classifying Class 

1 instances with high recall. Figure 6 below represents the confusion matrix for different emotions. 
 

 

 
 

  
Figure 3. Accuracy vs epoch on arousal class Figure 4. Confusion matrix for valence class 

 

 

 
 

 

Figure 5. Confusion matrix for arousal class 
 

Figure 6. Confusion matrix for different emotions 



Indonesian J Elec Eng & Comp Sci  ISSN: 2502-4752  

 

 Inertia factor and crossover strategy based particle swarm optimization … (Shilpa Somakalahalli Byreddy) 

1711 

3.1. Comparative analysis 

The performance of the IFCS-PSO and attention with GRU method is compared with existing 

research like CNN [16], VMD and DNN [17], 1D-CNN [18], and MD-DE BiLSTM [20] on the DEAP, 

MAHNOB-HCI, and SEED datasets with Valance and Arousal classes. The proposed IFCS-PSO and SA 

with GRU method achieved 98.79% accuracy on the valence class and 98.03% accuracy on the Arousal 

class. The relevant features are selected using the IFCS-PSO algorithm for classification. The performance of 
traditional PSO is improved by using the inertia factor and crossover strategy, which improves the 

searchability, convergence rate, and population diversity of PSO for selecting the relevant features. 

Classification is then performed using SA with GRU to classify the two classes with high classification 

accuracy when compared to existing research. Table 5 presents the comparative analysis of the IFCS-PSO 

with the GRU method. The following table compares the proposed method with the DEAP, SEED, and 

MAHNOB-HCI datasets on the valence and arousal emotional classes. 
 

 

Table 5. Comparative Analysis of IFCS-PSO and Attention with GRU method 
Methods Dataset Classes Accuracy(%) 

CNN [16] DEAP 

 

 

 

Valence 96.63 

Arousal 97.15 

MAHNOB-HCI Valence 96.69 

Arousal 96.26 

VMD and DNN [17] DEAP Valence 62.50 

Arousal 61.25 

1D-CNN [18] DEAP Valence 98.43 

Arousal 97.65 

SEED  81.54 

MD-DE BiLSTM [20] DEAP Valence 73.5 

Arousal 75 

SEED  76.29 

Proposed IFCS-PSO and SA with GRU method DEAP Valence 98.79 

Arousal 98.03 

MAHNOB-HCI Valence 97.24 

Arousal 96.85 

 

 

3.2. Discussion 

The results of the proposed IFCS-PSO and SA with GRU method are described with the 

experimental setup and evaluated against existing methods. Compared to some existing research like CNN [16], 

VMD and DNN [17], and 1D-CNN [18] on the DEAP, MAHNOB-HCI, and SEED datasets with Valance 

and Arousal classes. The accuracy, loss, confusion matrix, and ROC curve are analyzed to show the 
performance of the classifier. The existing CNN [16] method does not resize the signals, which affects the 

performance of the model. The VMD and DNN [17] methods use the entire set of features for classification, 

which minimizes classification performance. The 1D-CNN [18] method suffers from the gradient vanishing 

problem during training, which also minimizes the classification performance. However, in this research, 

relevant features are selected using the IFCS-PSO algorithm for classification. The performance of traditional 

PSO is improved by using the inertia factor and crossover strategy, which improves the searchability, 

convergence rate, and population diversity of PSO for selecting relevant features. Then, classification is 

performed using SA with GRU, which classifies the two classes with high classification accuracy when 

compared to existing research. 

 

 

4. CONCLUSION 

The efficient emotion classification approach is developed to classify different classes of emotions 

in EEG signals. Here, the DEAP, SEED, and MAHNOB-HCI datasets containing EEG signals are used, and 

it is pre-processed using resizing. The resizing process adjusts the EEG signals to a uniform range, and the 

signals are labelled using labelled encoding. Then, meaningful features are extracted using wavelet 

decomposition, which extracts statistical features to differentiate between the different emotion classes. The 

IFCS-PSO-based feature selection algorithm is developed, which eliminates irrelevant features and provides 

the most significant features for classification. The various classes of emotions are classified using the SA 

with GRU method, which improves classification performance and provides high classification accuracy. In 

the future, a pre-trained model can be used for feature extraction to extract deep features to further enhance 

classification performance. 
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