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Abstract 
In WSN the sensor nodes are usually powered by batteries and thus have very limited lifetime if 

no power management is performed. Because of this major limitation, energy-efficient techniques are main 
research challenge in this context to solve it. Dividing the network in clusters is an effective technique to 
achieve this goal. This algorithm is based on creating virtual sub-groups of sensor nodes in order to 
minimize routing calculations and to reduce the size of cluster head data aggregation. Nowadays, a lot of 
heterogeneous clustering protocols for WSN are created. Nevertheless, these protocols need to find the 
optimal clusters formation in the network that conserve CHs and theirs member nodes energy 
consumption. A new approach is proposed combining between an efficient clustering algorithm K-means 
and our proposed DEEC. This approach has been employed to enhance DEEC protocol performances. 
Numerical simulation proves that the improved protocol entitled KM-DEEC achieves a satisfactory results 
compared to others DEEC protocol versions. 
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1. Introduction 

Great advances in communication technology have led to the development of 
intelligent, lightweight, low cost sensor nodes that are small in size and cooperatively collect 
data from the place of deployment [1].  

They help us by extending our capability to perfectly monitor, study, control objects and 
environments of various scales and conditions such as human bodies, habitats, and security 
surveillance [3, 4]. Thus WSN suffers from several challenges such as network protocols, data 
gathering and distribution, energy management, fault detection and security [7]. Generally, 
designing the WSNs was very difficult because of the limited computation capability, limited 
power and small memory size [2]. In fact, the energy consumption is the most important factor 
among these three factors, because the battery is not changeable if once the sensor nodes are 
deployed [5].The energy is also the major consideration in designing the routing of the WSNs. In 
the literature there is a lot of methods and protocols aims energy consumption [6]. Clustering is 
one of these methods used to manage network energy consumption efficiently [8]. This 
approach is based on the grouping of similar objects and a clustering of a set is a partition of its 
elements that is chosen to minimize some measure of dissimilarity [9].  Eventually nodes are 
divided into some clusters and some nodes based on some parameter are the selected as 
cluster heads (CH) [10].  These cluster heads swap data with the Base station (BS) which costs 
the most energy of the nodes [11]. The optimal selection of the cluster heads with high energy 
that scattered evenly in the area can be seen as a great challenge in hierarchical routing 
protocols mainly for heterogeneous sensor networks [12]. 

Actually, clustering gives the best results this is the reason why we adopted this 
approach due to its efficient to improve the scalability of the network and to achieve the energy 
efficient routing [15]. So With these advantages, partitioned clustering can afford promising 
distributed implementation of deterministic approach [14]. Then it can be used as the optimal 
routing protocol for heterogeneous wireless sensors network. So there are a lot of centralized 
methods as well-known and well-studied distributed deterministic partitioned clustering such as 
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K-mean which features simple, highly reliable, and fast-convergent iterations and re-clustering 
during failure states [13]. In this paper we introduce the k-mean algorithm to the routing protocol 
PROPOSED DEEC [13] in order to release efficient energy consumption and extend the 
network’s lifetime. 

Our paper is organized as follows: first, in section II we present an analytical related 
works and their features offered to clustering techniques. In section III we resume the problem 
formulation. Then, section IV deals with the centralized way of clustering nodes using k-means 
algorithm. The section V is dedicated to the PROPOSED DEEC algorithm. In the section VI we 
show through the numerical simulation the efficient of our proposed routing protocol. Finally, we 
present the conclusion and future work perspectives. 
 
 
2. Related Work 

Clustering is made to connect similar nodes and saves necessary energy dissipated in 
direct data transmission to the base station. Nodes organize themselves into hierarchical tier-
frameworks. Within each cluster, data aggregation and forwarding are executed at cluster-head 
to decrease the amount of data transmitting to the base station. Generally, the remaining energy 
of sensor nodes and sensor’s proximity to base station are the main factors in cluster formation 
and cluster heads designation. Automatically other nodes choose their appropriate cluster head 
just after deployment and transmit sensed information to the base station through the cluster 
head. Furthermore, many different traditional clustering algorithms for wireless sensor networks 
have been proposed.  Often, in WSNs, the primary concern is the energy efficiency in order to 
extend the utility of the network [17]. Several cluster-based protocols have been proposed in the 
literature, with the objective of increasing the sensor network efficiency. The LEACH protocol 
presented in [18] is a distributed cluster-based protocol in which the cluster heads are selected 
with some probability mostly for the homogeneous networks. Though this protocol does not 
agreement that the desired number of cluster heads is selected and cluster heads are not 
evenly positioned across the network. In PEGASIS [20], further improvement on energy-
conservation is suggested by connecting the sensors into a chain which each cluster member 
searches for a neighbor closer than the cluster head within the cluster to set up an energy-
saving and delay-adaptive data relay link. On the other hand the protocol HEED [21] extends 
LEACH by incorporating communication range limits and intra-cluster communication cost 
information. 

In fact, the heterogeneous protocols are more energy efficient than the homogeneous 
ones. Q. Li et al. have proposed Distributed Energy Efficient Clustering Protocol (DEEC) [19]. 
This protocol is based on multi-level and two level energy heterogeneous schemes. The cluster 
heads are selected using the probability utilizing the ratio between residual energy of each node 
and the average energy of the network. The epochs of being cluster-heads for nodes are 
different according to their initial and residual energy. Thus the aim problem of DEEC that it 
doesn’t takes into account the cluster size and density of nodes in the clusters to elect their 
heads. When multiple cluster heads are randomly selected within a small area, a large 
additional loss of energy occurs because the election of cluster heads is performed periodically 
where the density of nodes is high and therefore the distance between these nodes will be very 
small. The amount of lost energy is approximately proportional to the number of cluster heads in 
this area. We had resolve this problem in PROPOSED DEEC [13] based on modified energy 
efficient algorithm for choosing cluster heads that exclude a number of low energy levels nodes 
due to their distribution density and their dimensions area. There are others approach enhance 
the lifetime of network and improve the performances of routing protocols in heterogeneous 
networks such as DDEEC [22], SDEEC [23], TDEEC [24], ETDEEC [25]. 
 
 
3. Problem Formulation 

As mentioned in [13], it was noticed that in the cluster head election procedure the ratio 
between the nodes residual energy and the total energy of the network is a decisive criterion. 
Now a serious question occurs in a mind which is that: how to choice a optimal CH position 
which maintains energy consumption of the nodes? To overcome this problem, we have leaning 
to employ k-means clustering algorithm in this paper. This method relies on the centroid random 
partitioning principle for the network clustering formation. 
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4. K-means Algorithm for WSN Clustering 
The K-means clustering algorithm is the most widely used clustering approach that 

attempts to find the cluster’s centre point by minimizing the distance between the points 
assigned to that cluster and this virtual center. Then K-means algorithm is based essentially on 
the Euclidian distances and cluster head selection [12]. As illustrate in Figure 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 2. Formation of Clusters by K-mean 
 
 

Step 1: Start Phase 
Division clusters into k non empty subsets and compute seed points as the centroids 

      j=1 to k are the index of centroids and i=1 to mc where i denotes the nodes mc the number 

of the nearest nodes. Each of the remaining nodes decides its CH nearest to it according to the 
Euclidean distance. 

 

 
 

Figure 1. Flowchart of  Algorithm K-means 
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Step 2: Re-clustering 
After that the centroid of each cluster is calculated. With the new CH in each cluster, 

this operation is recursively executed until the CH is not changed any more. 
Step 3: election of cluster head 
After the clusters are created, an ID number is assigned to each node of a cluster 

according to the distance from the centroid, assigning smaller number to the closer one. Figure 
2 shows the repartition of the sensor nodes with the ID number. The ID number of a node 
indicates the order to be chosen as the CH. Therefore, the ID number plays an important role in 
the selection of a node as CH. 

The connectivity of the network is retained by checking the residual energy of the CH 
every round.  If this energy is smaller than the threshold, the node in the next order is selected 
as a new CH. The newly elected CH informs other nodes of the change of the CH. 
 
 
5. Heterogeneous Network Model                       

In our model, we assume that there are N sensor nodes, which are evenly scattered 

within a MM square region and organized into clusters hierarchy for aggregate data by cluster 
heads to base station. That is located at the center of this region. Nodes have low mobility or 
stationary as being assumed at [15, 16]. In the two-level heterogeneous networks advanced 
nodes fraction m  with a time more energy than the others which have an initial energy E0. The 
total energy is assumed as follow: 
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In multi-level heterogeneous networks, the clustering algorithm should consider the 

discrepancy of initial energy, Etotal is expressed by: 
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ni denotes the number of rounds to be a cluster-head for the node si, and we refer to it as the 

rotating epoch. In DEEC protocol, we choose different 
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energy of Ei(r) node si at round r. If nodes have different amounts of energy, pi of the nodes 
with more energy should be larger than popt. Let Ē(r) denotes the average energy at round r of 
the network, which can be obtained by: 
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To calculate Ē(r) we have: 
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Where G is the set of nodes that are eligible to be cluster-heads at round r, ni is chosen based 
on the residual energy Ei(r) at round r of node si as follow: 
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When the networks are heterogeneous, the reference value of each node should be different 
according to the initial energy. In the model of multi-level heterogeneous networks, the weighted 
probability shown as: 
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Thus we can estimate the average energy Ē(r) of rth round as follow: 
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Where R denotes the total rounds of the network lifetime. Let Eround denotes the energy 
consumed by the network in each round. R can be approximated as follow: 
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The total energy dissipated in the network during a round is equal to: 
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Where k is the number of clusters, EDA is the data aggregation cost expended in the cluster-
heads evolving. The lost energy is proportional to the number of cluster heads noted by s in this 
area. Thus the probability threshold (5), which each node si uses to determine a cluster-head in 
each round, becomes in our proposed approach as follow: 
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Where α is the number of nodes that are excluded from the cluster head threshold 

selection due to their location and distribution density reason, with an initial value of 0. When s 
increases, T(si) increases as well, therefore the chances of  nodes, that are eligible to be cluster 
heads, decreases. Indeed, with this algorithm we can save the lost energy caused by the 
election of these cluster heads excluded and extend the lifetime of the network. The analytical 
method to calculate the number s is a perspective of this work. 
 
 
6. Simulation Results 

The proposed approach has been implemented in MATLAB and the performance has 
been evaluated by simulation, the lifetime of the network is measured in terms of rounds when 
the first sensor node dies. The base station is assumed in the center of the sensing region. All 
the parameters values including the first order radio model characteristic are mentioned in the 
Table 1 below. To compare the performance of the proposed approach with our first 
contribution, the effect caused by signal collision and interference in the wireless channel is 
ignored, a multi-level heterogeneous network is considered. In this simulation, the value of 
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multi-level heterogeneity is fixed in amax=3. Once a node runs out of energy, it is considered as 
dead and cannot transmit or receive data. The radio parameters used in our simulations are 
shown in Table 1. 

 

 
 

 
When the new proposed protocol is used, we note that the network is subdivided into 

ten clusters that are correctly distributed over the sensing area. There is no intersection 
between the different clusters.  

In the simulation results Figure 3 and  4 gives the curves of the number of nodes alive 
and nodes dead over time for the two compared protocols, whereas Figure 5 shows the number 
of packet messages received in the base station per round for each scenario. The Tables 2 
provides statistics on the number of dead nodes per rounds as well as the percentage increases 
in the lifetime of the network for the proposed approach which is compared to the first 
contribution.  

This figure shows an improvement of energy efficiency in terms of enlarging the round 
number of the first node dies. Furthermore, our proposed protocol presents a most significant 
improvement of the two compared protocols. In fact, it is clear that the stable time of the new 
method is extended for the whole network compared to the first proposition. 

Here, it is shown that the first node death occurs at the 1743 round by using our 
approach whereas this value is about 937 for other algorithm used. Thus in first protocol all 
nodes die early at the 3388 round on the contrary of the proposed approach in which all nodes 
die tardily at the 4755 for all studied scenarios. Moreover we can see that the unstable region of 
our algorithm is larger than the ones of the other protocol. 
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Figure 4. Number of Dead Nodes Over Time 
 
 

In other hands, referred to Table 2 it is very clear that the algorithm DEEC-Kmean gives 
a significant performance improvement in terms of energy and lifetime gains, compared to our 
first contribution. This energy  efficiency reach for the  first dead 86,4% and 28,74% for the all 
dead. 

 
Table 2. Number of Dead Nodes per Rounds 

 DEEC-k-mean First proposition Increase 

First dead 1743 937 86,34 % 
All-dead 4755 3388 28,74 % 

 
 
 

 
 

Figure 5. Number of Packet Transmit to BS 
 
 
If we consider number of packets sent to BS then the DEEC-Kmean is clear winner. 

Later has sent highest number of packets to BS. This may be due to uneven and large number 
of cluster formation. High numbers of clusters are not preferred but a fair amount of data is 
desired in which balanced k-means seems to perform well. 
 
 
7. Conclusion 

In this paper we have showed the energy limitation of the first protocol when clusters 
heads are selected closest to others an important part of energy is dissipated which reducing 
the performance of the network. In this paper, we put forward an improved routing algorithm 
Balanced based K-Means for heterogeneous networks. This centralized algorithm can avoid the 
complexity of charge of treatments generated by all network nodes. The simulation results show 
that Balanced k-means by making equi-distribution of space in the nodes and take into account 
the residual energy of each nodes at the election step. Finally, this technique to improve the 
network performances by saving more energy and extending more efficiently the network 
lifetime. 

As a perspective, we will study other metrics with k-mean technique which may be more 
efficient in terms of quality of service. 
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