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 This research addresses limitations in Quranic instance classification, 

exceptionally high dimensionality, lack of semantic relationships in the term 

frequency-inverse document frequency (TF-IDF) technique, and imbalanced 

data distribution, which reduce prediction accuracy for minority classes. 

This study investigates the impact of word embedding and imbalance 

learning techniques on instance classification frameworks using Indonesian 

Quran translation and Tafsir datasets to handle previous research limitations. 

Four classification frameworks were built and evaluated using accuracy and 

hamming loss metrics. The results show that the synthetic minority 

oversampling technique (SMOTE) technique, TF-IDF model, and logistic 

regression classifier provide the best accuracy results of 62.74% and a 

hamming loss score of 0.3726 on the Quraish Shihab Tafsir dataset. This is 

better than the performance of previous classifiers backpropagation neural 

network (BPNN) and support vector machine (SVM) used in the previous 

framework, with accuracies of 59.91% and 62.26%, respectively. Logistic 

regression can also provide the best classification results with an accuracy of 

67.92% and a hamming loss of 0.3208 using the previous framework. These 

results are better than the performance of the previous classifiers BPNN and 

SVM used in the previous framework, with accuracies of 62.26% and 

66.98%, respectively. TF-IDF feature extraction outperforms word2vec in 

instance classification results due to its superior support under limited 

dataset conditions. 
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1. INTRODUCTION 

The Qur’an, as a holy book, contains knowledge and scientific facts. Previous research has encoded 

the information found in the Quran into an ontology structure. Our literature research indicates that ontology 

development can be achieved through two methods: manual (non-automated) and automatic. This automated 

technique is referred to as the ontology population [1]. Ontology population refers to acquiring knowledge 

about concepts, relations, and instances from text written in natural language and subsequently incorporating 

this knowledge into an ontology [2]-[5]. The Quran ontology population approach can be performed  

using several methods: rule-based, natural language processing (NLP), statistics/machine learning, and 

hybrid approaches [1]. 

https://creativecommons.org/licenses/by-sa/4.0/
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Several previous researchers have conducted studies regarding the instances classification for the 

Qur’an based on their thematic topics. The research conducted by [6]-[9] focuses on classifying instances 

with the English Quran translation dataset. The techniques employed for feature extraction include bag of 

words (BoW) and term frequency-inverse document frequency (TF-IDF). The investigation carried out by [9] 

employs random under-sampling (RUS) and synthetic minority oversampling technique (SMOTE) to address 

data imbalance. Furthermore, the research conducted by [10]-[13] focuses on classifying instances in the 

Arabic Quran dataset. The study [10] uses the diffusion frechet function for the feature extraction technique, 

while other studies use BoW and TF-IDF. To handle data imbalance in the study [13], they use SMOTE. 

Several previous researchers have researched the instances classification in the Indonesian Quran translation 

dataset. Studies conducted by [14]-[18] used the TF-IDF technique for feature extraction on the Indonesian 

Quran translation with single-label classification. 

The work performed by [17] aims to extract “is-a relations” between classes and instances by 

classifying instances according to the referenced class. The evaluation of the instance classification 

framework’s performance reveals that the support vector machine (SVM), employing TF-IDF and stemming 

methods, attains the highest classification accuracy of 70.75% on the Indonesian Quran translation dataset 

with a test data ratio of 20%. The subsequent study by [18] focused on enhancing the performance of the 

classification framework utilized by [17] by applying the chi-square feature selection method to minimize the 

dimension size. The test results indicate that feature selection methods can improve the precision and 

accuracy of instance classification outcomes when the test data size is configured at 60%. The SVM classifier 

attained a precision of 64.36% when utilized on the Indonesian Tafsir Al-Quran dataset sourced from the 

Ministry of Religion of the Republic of Indonesia. Furthermore, the backpropagation neural network (BPNN) 

classifier attained an accuracy of 63.09%.  

The two previous studies in [17], [18] employed the TF-IDF term weighting technique within an 

instance classification framework. The TF-IDF term weighting technique has several limitations. Firstly, it is 

vulnerable to the issue of large dimensions in the text domain, adversely affecting classifiers’ performance 

[19]. Additionally, it does not consider information about meaning, membership relationships, or semantics 

between words/documents in the data source [20]-[22]. Further, this method proves to be inefficient for the 

task of text classification when dealing with imbalanced data distribution [23]. Furthermore, there was an 

imbalanced data distribution in the research conducted by [17], [18]. Both studies provide three classification 

output targets: morals, Al-Quran, and previous nations. Nevertheless, the distribution of data utilized as a 

dataset in the three classes is imbalanced. The morals class has 218 data, the Al-Quran class has 183 data, 

and the previous nations class has 127 data. This will lead to significant differences in training and test data 

distribution in each class. Unfortunately, machine-learning algorithms often show inadequate results when 

there is a substantial imbalance in class occurrences. The presence of class imbalance challenges supervised 

models to accurately capture the distribution properties of skewed data, leading to reduced prediction 

accuracy for the minority classes [24]-[28]. 

Word embedding effectively overcomes the constraints associated with TF-IDF. Word embedding is 

a method utilized in NLP and machine learning that encodes words as dense vectors within a continuous 

vector space, with each word assigned to a high-dimensional vector [29]. This form of representation 

captures the semantic and syntactic information of words based on the context of their use from large textual 

content [30], [31]. Furthermore, the imbalance learning technique can be employed to address the issue of 

class data imbalance [24], [32], [33]. There are three approaches in imbalance learning that can be used to 

solve imbalance data problems: data-level, algorithm-level, and hybrid approaches [34], [35]. This research 

focuses on the data-level approach as a solution to data imbalance. This study employs and examines word 

embedding and imbalanced learning to mitigate the shortcomings of TF-IDF and data imbalance in instance 

classification systems, notably utilizing the Indonesian Quran translation and Tafsir dataset for the ontology 

population. The innovation resides in applying and examining these strategies to address both challenges. 

 

 

2. METHOD 

This section is structured as follows: section 2.1 discusses adopting the framework used in this 

study. Section 2.2 explains the dataset used in this research. Finally, the test scenario is defined in section 2.3. 

 

2.1.  Framework adopted 

In this study, we adopt the instance classification framework from [18] to label each verse of the 

Indonesian Quran translation and its interpretation into a single thematic topic. The framework [18] has 

multiple stages: (1) text preprocessing: number and punctuation removal, case folding, stopword removal, 

and tokenization; (2) morphological analysis: stemming operation; (3) feature extraction; (4) feature 

selection; and (5) instance classification. The morphological analysis technique (stemming) used in this study 
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is the same as the technique applied by [18] using the Sastrawi stemmer. Other researchers have also 

implemented this stemmer, such as the study conducted by [36]-[38] for text processing. Furthermore, this 

study’s feature selection technique uses chi-square, as implemented by [18] in his research.  

In this study, we use word2vec to implement the word embedding technique in the feature extraction 

stage. Word2vec is a neural network-driven word embedding method that depicts words in a continuous 

vector space, capturing both semantic and syntactic associations. This renders it very efficient for NLP tasks 

and text feature extraction across many applications [39]-[41]. Conventional feature selection techniques, like 

chi-square, information gain, and document frequency, consider solely the frequency of feature occurrences 

while neglecting feature semantics and part-of-speech attributes. Word2vec models generate vector 

representations of words that capture semantic meanings and are beneficial for numerous NLP tasks [42], 

[43]. Based on the limitations of traditional feature selection techniques, the instance classification 

framework adopted in this study must be modified. Section 2.3 will explain the modification. In the study 

[18], they used SVM and BPNN classifiers for text classification. However, in this study, we use SVM and 

BPNN, and also add logistic regression and random forest as classifiers. 

 

2.2.  Dataset collection 

The research dataset was compiled from various sources, summarized in Table 1. The study used 

Quraish Shihab’s, Indonesian Quran translation, and the Ministry of Religious Affairs’ Tafsir Quran for 

training and testing. The classification target is the Quran Cordoba’s thematic subjects, divided into the 

Quran, Historical Nations, and Morality. The Kateglo root word dictionary is simultaneously employed 

during the stemming procedure to verify root words. The text pre-processing phase employs the Indonesian 

stop word list to eliminate terms that are irrelevant to the text. Upon acquiring the data on Indonesian Quran 

translations and Tafsir, this study utilized the information to construct a corpus based on thematic subjects. 

Table 2 delineates the quantity of Quranic verses pertinent to the thematic subjects. 

 

 

Table 1. Dataset collection 
No. Data Source 

1 Indonesian Quran translation International Quranic project: Tanzil (http://tanzil.net) 

2 Quraish Shihab Tafsir International Quranic project: Tanzil (http://tanzil.net) 
3 Quran Tafsir The Ministry of Religious Affairs Indonesia (https://quran.kemenag.go.id/) 

4 Thematic subjects The Quran Cordoba thematic index 

5 Root word dictionary Kateglo (https://kateglo.com/) 
6 Indonesian stop word list Indonesian stop word list from Tala [44] 

 

 

Table 2. Thematic subjects and number of Quranic verses 
ID. Thematic subject name Number of Quranic verses 

1 Morals 218 
2 Al-Quran 183 

3 Previous nations 127 

Sum total 528 

 

 

Table 2 illustrates that this study employs 528 Qur’anic verses sourced from the Indonesian Ministry 

of Religious Affairs, alongside 528 Qur’anic verses from Quraish Shihab, and 528 translations of the Qur’an 

in Indonesian. The chapters of the Qur’an, including Al-Baqarah, Ali Imran, An-Nisa’, Al-An’am, Al-A’raf, 

At-Taubah, An-Nahl, and Taha, are featured as part of the dataset presented in Table 2. Consequently,  

Table 3 delineates the thematic subjects that were employed to generate the dataset, the number of verses 

within each surah, and the surahs of the Qur’an. This research utilized the categorization of Quranic verses 

by Al-Quran Cordoba, organizing them into a cohesive thematic framework, as illustrated in Table 3.  

 

 

Table 3. Surah, number of verses, and subjects 
Surah name Morals Al-Quran Prev. nations Total 

Al-Baqarah 51 59 13 123 

Ali-Imran 40 29 28 97 

An-Nisa’ 47 25 12 84 
Al-An’am 13 20 10 43 

Al-A’raf 21 16 37 74 

At-Taubah 28 8 4 40 
An-Nahl 14 18 5 37 

Taha 4 8 18 30 
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2.3.  Test scenario 

The training data size and test data size were 60% and 40%, respectively, in this investigation.  

The data size of each thematic topic can be elucidated as follows, based on the 40% test data size: (1) 88 data 

for the moral topic; (2) 73 data for the Al-Quran topic; and (3) 51 data for the topic of the previous nation, so 

that the total training data size is 212 data. Next, the SMOTE technique is implemented in our study to 

handle data imbalance. We use a model trained on the Indonesian Wikipedia corpus as a source model for 

implementing word embedding using the word2vec technique. This model can be downloaded via the Github 

website as follows: https://github.com/deryrahman/word2vec-bahasa-indonesia/tree/master. Each word will 

be represented as a 300-dimensional vector. 

As described in section 2.1, the limitations of traditional feature selection techniques to handle 

feature extraction results using word2vec require modifications to the adopted instance classification 

framework. This research investigates the impact of word embedding and imbalanced learning on instances 

classification frameworks with the Indonesian Quran translation dataset for the ontology population. Based 

on these conditions, there are 4 test scenarios which can be explained as follows: 

− Test scenario 1 

In test scenario 1, we build a framework for classifying instances from research [18]. We name it 

framework 1. The text pre-processing, morphological analysis, feature extraction, and feature selection 

stage use the same techniques as the research [18]. 

− Test scenario 2 

In the second test scenario, we modified the instance classification framework from the study [18].  

The modification was made due to the limitations of traditional feature selection techniques in handling 

the results of word2vec feature extraction. The results of the framework modification are named 

framework 2 which consists of several phases: (i) text preprocessing: number and punctuation removal, 

case folding, stopword removal, and tokenization; (ii) morphological analysis: stemming operation;  

(iii) feature extraction; and (iv) instance classification. The feature extraction stage uses the word2vec 

technique. 

− Test scenario 3 

In the third test scenario, we added an imbalance learning component to the instance classification 

framework [18] to handle the data imbalance for each dataset’s target class, so the framework has several 

work phases: (i) text preprocessing: number and punctuation removal, case folding, stopword removal, 

and tokenization; (ii) morphological analysis: stemming operation; (iii) imbalance learning; (iv) feature 

extraction; (v) feature selection; and (vi) instance classification. This work phase is called framework 3. 

We apply the SMOTE technique to the imbalance learning component and the TF-IDF technique for 

feature extraction. 

− Test scenario 4 

Finally, in this fourth test scenario, we modified the instance classification framework [18] by adding an 

imbalance learning component using the SMOTE technique and performing feature extraction using 

word2vec. We did not use the traditional feature selection technique because it is limited in handling the 

results of word2vec feature extraction. This modification results, which we named framework 4 which 

consists of several work stages: (i) text preprocessing: number and punctuation removal, case folding, 

stopword removal, and tokenization; (ii) morphological analysis: stemming operation; (iii) feature 

extraction; (iv) imbalance learning; and (v) instance classification.  

This study uses accuracy and hamming loss metrics to assess the efficacy of the instance 

classification system. The accuracy statistic is the proportion of real outcomes (including true positives and 

true negatives) relative to the total number of instances analyzed. It is a fundamental metric for evaluating a 

classifier’s performance, clearly indicating the model’s overall effectiveness [45]. This metric is particularly 

beneficial in balanced datasets, where the classes are represented equally. However, it may be misleading 

when the class distribution is imbalanced [46], [47]. Furthermore, the hamming loss quantifies the proportion 

of incorrect labels predicted by a classifier compared to the actual labels. Specifically, hamming loss is 

defined as the average number of misclassified labels per instance [48], [49]. A lower hamming loss indicates 

improved performance, as it indicates a reduction in the number of misclassifications. 

 

 

3. RESULTS AND DISCUSSION 

This section is organized as follows: section 3.1 examines the findings of employing word 

embedding and imbalance learning inside the instance classification framework of the IQT dataset. 

Subsequently, section 3.2 analyzes the findings from the Quraish Shihab dataset, while section 3.3 evaluates 

the conclusions of the Quran Tafsir dataset provided by the Ministry of Religious Affairs of Indonesia. 
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3.1.  Investigation results on the IQT dataset 

Figure 1 illustrates the evaluation results of the overall framework based on the established test 

scenarios, utilizing accuracy measures. Referring to Figure 1, it can be concluded that the instance 

classification framework from research [18] with the SVM classifier has the best accuracy compared to other 

frameworks, with 64.62% accuracy. This result is identical to their [18] previous research using a similar 

framework and classifier, which also had the same accuracy result. Then, Figure 2 shows the evaluation 

results using hamming loss. Referring to Figure 2, it can be concluded that the instance classification 

framework from research [18] with the SVM classifier has the lowest hamming loss value of 0.3538 

compared to other frameworks. 

 

 

 
 

Figure 1. Framework performance evaluation with accuracy metric on IQT dataset 

 

 

 
 

Figure 2. Framework performance evaluation with hamming loss metric on IQT dataset 

 

 

Based on Figures 1 and 2, it can be explained that the impact of applying the SMOTE technique to 

handle data imbalance, together with TF-IDF for feature extraction in framework 3, has the best results 

compared to frameworks 2 and 4. It can be concluded that feature extraction utilizing TF-IDF has a more 

favorable impact on the framework than the word2vec technique, particularly regarding the accuracy and 

Hamming loss evaluation. Figure 3 shows a comparison between data before and after SMOTE is applied. 

In Figure 3, class 1.0 denotes the moral class, class 2.0 represents the Al-Quran class, and class 3.0 

pertains to the class of previous nations. Figure 3(a) illustrates the quantity of training data allocated to each 

target class before the execution of the SMOTE operation. The dataset is partitioned into 60% for training 

purposes and 40% designated for testing. The training data composition for each target class aligns with the 

total data presented in Table 2, as illustrated in Figure 3(a). The application of the SMOTE technique 

addresses the imbalance in training data across classes, ensuring that the minority class has an equal number 

of training instances as the majority class, totaling 130 instances, as illustrated in Figure 3(b). 
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(a) 

 

 
(b) 

 

Figure 3. Comparison of data amount: (a) before SMOTE; and (b) after SMOTE 

 

 

3.2. Investigation results on the Quraish Shihab dataset 

The Quraish Shihab dataset shows different evaluation results. Figure 4 describes the overall 

evaluation of the framework and classifier using the accuracy metric. According to Figure 4, it can be 

concluded that the instance classification framework 3 with the logistic regression classifier has the best 

accuracy compared to other frameworks, with 62.74% accuracy. This result is better than the instance 

classification framework 1 from research [18] using BPNN and SVM classifiers, which had accuracies of 

59.91% and 62.26%, respectively. Then, Figure 5 shows the evaluation results using hamming loss. 

 

 

 
 

Figure 4. Framework performance evaluation with accuracy metric on Quraish Shihab dataset 
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Referring to Figure 5, it can be concluded that the instance classification framework 3 with the 

logistic regression classifier has the lowest hamming loss value of 0.3726 compared to other frameworks. 

Based on Figures 4 and 5, it can be explained that the impact of applying the SMOTE technique to handle 

data imbalance, together with TF-IDF for feature extraction in framework 3, has the best results compared to 

other frameworks. It can be concluded that feature extraction utilizing TF-IDF has a more favorable impact 

than the word2vec technique within the framework, particularly regarding the accuracy and hamming loss 

evaluation. 

 

 

 
 

Figure 5. Framework performance evaluation with hamming loss metric on the Quraish Shihab dataset 

 

 

3.3.  Investigation results on the Quran Tafsir dataset from Ministry of Religious Affairs Indonesia 

Figure 6 illustrates the evaluation outcomes of the comprehensive framework utilizing accuracy 

metrics derived from the established test scenarios. Referring to Figure 6, it can be concluded that the 

instance classification framework from research [18] with the logistic regression classifier has the best 

accuracy compared to other frameworks. This classifier performs better than the SVM and BPNN previously 

used by [18] in instances classification framework 1 with an accuracy of 62.26% and 66.98%, respectively.  

 

 

 
 

Figure 6. Framework performance evaluation with accuracy metric on the Quran Tafsir dataset 

 

 

Moreover, Figure 7 shows the evaluation results using hamming loss. Based on Figures 6 and 7, the 

impact of applying the SMOTE technique to handle data imbalance, together with TF-IDF for feature 

extraction in framework 3, is the best compared to frameworks 2 and 4. The findings indicate that feature 

extraction through TF-IDF demonstrates a superior effect compared to the word2vec technique within the 

framework, particularly regarding accuracy and Hamming loss evaluation. 
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Figure 7. Framework performance evaluation with hamming loss metric on the Quran Tafsir dataset 
 

 

4. CONCLUSION 

The evaluation results of all frameworks and classifiers, assessed through accuracy and hamming 

loss metrics, indicate that the implementation of the SMOTE technique for imbalance learning in framework 

1, combined with the TF-IDF model for feature extraction and the logistic regression classifier, achieved the 

highest accuracy of 62.74% and a hamming loss score of 0.3726 on the Quraish Shihab Tafsir dataset. This 

outcome surpasses the instance classification framework 1 from the previous study, utilizing BPNN and 

SVM classifiers, which achieved 59.91% and 62.26% accuracy. Logistic regression demonstrates the 

capability to yield optimal classification outcomes, achieving an accuracy of 67.92% and a hamming loss of 

0.3208 in framework 1. The results surpass the performance of the earlier classifiers, BPNN and SVM, 

utilized in framework 1 from a previous study, which achieved accuracies of 62.26% and 66.98%, 

respectively. Additionally, it can be concluded that feature extraction through TF-IDF provides a more 

significant contribution compared to word2vec in enhancing the outcomes of instance classification, as 

evidenced by the performance of instance classification frameworks 1 and 3. In theory, word2vec is a word 

embedding technique that presents certain advantages over the TF-IDF feature extraction model. Our 

experiments indicate that the TF-IDF technique offers superior support compared to word2vec when 

classifying instances with limited dataset conditions. 
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