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This paper investigates how the propagation of implicit trust between users
affects the quality of point-of-interest (POI) recommendations in location-
based social networks (LBSNs). Through the analysis of user interactions
via ratings and check-ins, this work proposes a recommendation model
known as propagation of rating/check-in for implicit trust (PRCT). This
model relies on two primary approaches: Similarity trust rating (STR),
which utilizes user ratings, and similarity trust check-in (STC), which
focuses on check-ins data. Both approaches employ trust propagation to
enhance their similarity matrices between users. An evaluation of the PRCT
model using the Yelp dataset shows that the STR approach surpasses other
variants in terms of PRECISION and RECALL, while the STC approach
demonstrates superior performance in terms of RMSE. Furthermore, while
trust propagation in the PRCT model increases the density of its similarity
matrices, it does not consistently enhance its PRECISION parameter. Only
the similarity Jaccard check-in (SJC) and similarity cosine check-in (SCC)

Sparsity approaches show a significant improvement of this parameter.
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1. INTRODUCTION

Location-based social networks (LBSNSs) are becoming more and more important in various fields,
including Smart Tourism [1], as they can shape users' decisions and behaviors by providing personalized
recommendations [2]. These recommendations for hotels, restaurants, historical monuments ... are derived
from interactions like user ratings and check-ins with points of interest (POIs) already available in the
LBSNs. However, the implicit trust that can spread among users is a major factor in the quality and relevance
of these recommendations. This trust, although not explicitly stated, can be inferred from shared behaviors
and the data collected on LBSNS.

Collaborative filtering (CF) has proven effective for implementing POl recommendation systems
(RSs), but its success largely depends on its ability to accurately identify similar neighbors. However, due to
the sparsity of data in the user-item matrix, it is often challenging to identify these neighbors, particularly in
the case of a new user or a new item during the cold start of the RS. To overcome these limitations, explicit
trust-based recommender systems (TRS) have been developed. Explicit trust is gathered directly from users,
forming a "trust statement network". However, this imposes an extra burden on users, as they are required to
explicitly express their trust in others. Implicit trust deduced from user behavior, appears to be a promising
solution to this issue since it makes it possible to build trust connections through the analysis of evaluation
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patterns. Furthermore, this approach can be especially effective as it also enables the integration of trust
propagation between LBSN users.

Existing literature indicates that recommender systems utilizing explicit trust information
outperform CF-based systems in terms of accuracy [3]-[5]. However, for various reasons, it is more
challenging to obtain direct trust relationships compared to implicit trust relationships, which are inferred
from user preferences. For this reason, several implicit trust filtering techniques are becoming more
prominent in the literature, as they allow for the deduction of trust scores between users based on their item
rating data [6]-[8]. To enhance the effectiveness of POl RSs, researchers concentrate on factors such as the
geographic location of POIs and the trust relationships among users within LBSNs [9]. These elements assist
users in discovering locations that align with their preferences in real-time, based on the analysis of
trajectories and the sharing of feedback from their previous visits. Recommender systems calculate trust
scores between users based on their ratings of POIs [10], their friendships [11]-[13], their check-ins [14]-
[16], and their reviews [17].

The aim of this study is to investigate how implicit trust propagation [18] affects the quality of POI
recommendations in a LBSN and to explore how this propagation can help address issues related to data
sparsity. To address this question, this paper investigates methods for inferring implicit trust from users'
interactions with POls through their ratings and check-ins, and subsequently applies the principle of trust
propagation [19] to enhance the density of trust matrices. These methods can address the limitations of data
sparsity in recommender systems, particularly in cases where two users do not have any common rated
(checked in) items. Among these methods, we have selected the propagation [10] of implicit trust, which
enables the inference of indirect trust relationships between users by considering the various paths that can
exist within a trust network. In this paper, we introduce a recommendation model, named propagation of
rating/check-in for implicite trust (PRCT), which is founded on two primary approaches: one utilizing user
ratings (STR) and the other relying on check-ins (STC). This model seeks to enhance POI predictions by
these two types of similarities and employing the propagation principle to enrich the trust matrices among
users.

The paper also outlines the necessary algorithms to implement these concepts and provides an
evaluation of the PRCT model based on experiments conducted with the Yelp dataset. In order to compare
this model with other recommendation approaches from the literature using common metrics such as RMSE,
PRECISION, and RECALL, we evaluated its performance against works based on trust (O'Donovan and
Smyth [20]) and those based on CF using Pearson, Jaccard, and Cosine similarities. Based on our knowledge,
no prior work combines user-memory-based CF with trust inferred from past prediction consistency deduced
from check-in data and incorporates trust propagation for POl recommendation.

The remainder of the paper is organized as follows: Section 2 details the methodology, including
how trust is calculated and propagated. Section 3 introduces the proposed PRCT model, describes its
functioning, and outlines the algorithms used. Section 4 presents experimental results and discusses the
findings using standard evaluation metrics (RMSE, Precision, Recall), comparing PRCT with baseline
models from the literature. Finally, section 5 concludes the study, highlighting its contributions and relevance
to POI recommendation research.

2. METHOD

This section begins by explaining how to utilize user ratings and POI check-ins to deduce implicit
trust between users. It then discusses applying the trust propagation principle to increase the density of the
user trust matrix.

2.1. Calculating implicit trust

O'Donovan and Smith define trust as the extent to which a partner's profile has proven reliable in
offering accurate recommendations in the past. For instance, a profile that has consistently provided accurate
recommendations in the past will be regarded as more trustworthy than a profile that has mostly produced
inaccurate predictions. This type of evaluation can be calculated using a (1) provided [20], [21]. Note that in
the following, RC refers to either a user's check-in or a POI's rating.

N (RCp;~RCp)sim(a,b)
2187:1 sim(a,b)

Pyi= RC, + 1)
- P,;: The predicted rating (or check-in) that the active user "a" assigns to POI "i".

-~ RC,: The average of the ratings (or check-ins) of user "a" for all POls.

—  RCyp;: The actual rating (check-in) made to POI "i" by user "b".

—  sim(a, b): The similarity between user "a" and user "b".

Improving recommendations with implicit trust propagation from ratings and check-ins (Sara Medjroud)



816 a ISSN: 2502-4752

—  N:The set of user a's neighbors.
However, to calculate the predicted rating (or check-in) of user "a" for a specific POI "i" based
solely on user "b", who is regarded as the recommender [20], (2), derived from (1) can be utilized [22],

Pb, =RC, + (RCy; — RCp) )

- Pgi: The predicted rating (or check-in) for user "a" on POI "i" based on user "b".
—  RC,: The average of the ratings (or check-ins) of user "a" for all POIs.
-~ RC,: The average of the ratings (or check-ins) of user "b" for all POIs.
—  RCyp;: The actual rating (or check-in) made to POl "i" by user "b".

According to O'Donovan and Smith, the prediction of a rating (or check-in) for user "a" on POI "i"
based on recommender "b" is considered "correct” if the predicted rating (or check-in) P(f,i is close to the
actual rating (or check-in) given by user "a", denoted as RC, ;, as indicated in (3).

Correct(i,b,a) & |P2; — RCy;| <€ (3)
Therefore, Correct(i, b, a) takes the value « 1 » if |Pf1’_i — RC,;| < € and « 0 » otherwise.

Then, O'Donovan and Smith use the (4) to define RecSet(b) as the complete set of
recommendations in which recommender "b" has been involved,

RecSet(b) = {(P?1,RCy1), ., (P2, RCrn)} (4)

- P]-{’k: represents the prediction of recommender b for the rating (or check-in) that user j (where j varies
from 1 to m) will give (make) to POI k (where Kk varies from 1 to n).
—  RCj: represents the actual rating (or check-in) f POl k (where k varies from 1 to n) given (made) by
user j (where j varies from 1 to m).
From RecSet(b), the subset of correct recommendations, denoted as CorrectSet(b), is calculated
using the (5) [20].

CorrectSet(b) = {(P]-’_’k,Rlek) € RecSet(b) : Correct(k, b, ij_’k)} (5)

Finally, the concept of trust at the profile-level, denoted as Trust? for recommender "b", can be
defined by the percentage of correct recommendations out of all the recommendations in which this
recommender has participated, using the (6) [20].

P __ card{CorrectSet(b)}

Trust (b) - card{RecSet(b)} (6)
Based on (6), a more refined trust metric at the item-level, denoted as Trust’, can be defined to

measure only the percentage of correct recommendations for POI "i" obtained by recommender "b" out of all

their recommendations, as indicated in the (7) [20].

card[(Pfk ,RC]-'k) € CorrectSet(b): k:i}

Iy ) —
Trust’(b, i) = card{(P]’-fk ,RCj,k)ERecSet(b):k=i}

(7

In (6) can be used to represent the reputation of a user, as it allows for the calculation of the overall
trust of a given user based on their common ratings (or check-ins) for all POIs [22], [23] On the other hand,
(7) emphasizes the reputation of a specific user among all users based on their common ratings (or check-ins)
for a particular POI.

In this same context, but drawing inspiration from the work of [8], the trust of a given user "a" in
another user "b" (the recommender) based on their common ratings (or check-ins) for all POIs can be defined
using (8) [24],

cara{(PPy RC; ) € CorrectSet (b): j=a
TrustY(a - b) = {(Px Rejre) }

card{(P]l-fk ,RCj_k) € RecSet(b): j=a}

(®)
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where TrustU(a — b) represents the trust of user "a" in recommender "b", calculated as the percentage of
correct recommendations in which recommender "b" participated with user "a", based on their common
ratings (or check-ins) for all POls.

Based on (8), the trust of user "a" in recommender "b" for a particular POl "i", denoted as
TrustY(a — b, 1), can be derived from the percentage of correct recommendations in which recommender
"b" participated with user "a", based solely on that POI, as indicated in (9),

card{(Pﬁk ,RCj,k) € CorrectSet(b): j=a & k:i}

card{(P]l{k ,RC]-_k) € RecSet(b): j=a & k=i}

TrustU(a - b,i) =

©)

in the following, we used (8) to deduce implicit trust between users based on their ratings (or check-ins) of
the POIs. This form of trust serves to calculate the predicted rating, as defined by (10).

P -4 SN (rpx—Tp) * TrustY(a—b)
ax — 'a >N TrustU(a-b)

(10)

— P, The predicted rating for user "a" on POI "x".

— iy, 7, The average of the ratings of users "a" and "b" for all POls.

— 1, The actual rating given to POI "x" by user "b".

—  TrustY(a - b): The trust based on the ratings (or check-ins) of user "a" towards user "b".

2.2. Implicite trust propagation

Sometimes, the rating and check-in matrices may contain several instances where two users have no
common POls: that is, no co-rated POls in the rating matrix and no shared check-ins in the check-in matrix.
Since there are no direct trust links between users, we propose calculating trust propagation scores to address
this issue. Thus, from the direct trust network, it becomes possible to propagate trust and establish new
relationships between users who do not share a direct trust link -22]. For example, if user a € U (source user)
trusts user b € U (intermediate user) and user b trusts user ¢ € U (target user), we can deduce using the
principle of propagation in the trust matrix that user a can assign a trust score to user c using the (11),

Zbeadj(a)(|1alb|xTrustU(a—m) + |Ip,c|xTrustY (b-c)

Ptrust,_. = (12)

Tbeadj@(Tabl + Ip.cl)

—  Ptrust,..: The propagated trust value of user "a" towards user "c" inferred from their ratings (or
check-ins).

— @, CE U: The set of users.

— b eadj(a): The set of neighboring users of user "a" who trust user "c".

—  TrustY(a - b)€[0, 1]: The implicit trust value of user "a" towards user "b" inferred from their ratings
(or check-ins).

- TrustY(b - c)€[0, 1]: The implicit trust value of user "b" towards user "c" inferred from their ratings
(or check-ins).

—  |lap|: The number of items that have been rated or visited by both user "a" and user "b".

— |lb¢|: The number of items that have been rated or visited by both user "b" and user "c".

3. PROPOSED MODEL

This section provides a detailed overview of the POl recommendation approach proposed by the
model named PRCT, which is based on the propagation of implicit trust inferred from POI ratings and user
check-ins. This model is based on two approaches: the first approach, referred to as similarity trust rating
(STR), utilizes similarity based on the trust derived from the ratings in the user-POI rating matrix (UPRM)
and the second approach, denoted similarity trust check-in (STC), utilizes similarity based on the trust
derived from the check-in matrix, referred to as UPCM. Then, these two approaches allow for the calculation
of the user/user trust matrix, referred to as trust derivation matrix (TDM). This matrix can employ the
principle of trust propagation to calculate the matrix denoted as trust prediction matrix (TPM), which
contains the predicted ratings of the POls.

Improving recommendations with implicit trust propagation from ratings and check-ins (Sara Medjroud)
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3.1. The proposed algorithms

After explaining how to calculate the trust between users, referred to as TDM, based on their check-
ins and ratings of POls, as well as how to use propagation to enhance this matrix to mitigate data sparsity
issues, we propose the Algorithm 1 to implement these calculations in this subsection.

Algorithm 1. User-user trust computation

Rating Based Check-in Based
INPUT: INPUT:
UPRM: User-POlI rating matrix UPCM: User-POI Check-in Matrix
OUTPUT: OUTPUT:
TDMR: Trust Derivation Matrix based on Rating TDMC: Trust Derivation Matrix based on Check-in RPMC: Rating
RPMR: Rating Prediction Matrix based on Rating Prediction Matrix based on Check-in
Var: PR, distance, Correct € empty lists Var: PC, distance, Correct € empty lists
1 BEGIN BEGIN
2 Foreachuser b in UPRM Do For each user b in UPCM Do
3 For each user a in UPRM AND a #b Do For each user a in UPCM AND a #b Do
4 For each POl i in UPRM Do For each POl i in UPCM Do
/ICompute predict rating PR(a,b,i) using (2) /ICompute predict check-in PC(a,b,i) using (2)
5  PR(ab,i) € meanRate(a) + Rate(b,i) — meanRate(b) PC(a,b,i) € meanCheck(a)+Check(b,i) —-meanCheck(b)
/ICompute Correct(a,b,i) function using (3) /ICompute Correct(a,b,i) function using (3)
6  distance(a,b,i) € | Rate(a, i) - PR(a,b,i) | distance(a,b,i) € | Check(a, i) - PC(a,b,i) |
7 IF (distance(a,b,i) < €) THEN IF (distance(a,b,i) = = 0) THEN
8  Correct(a,b,i) €1 Correct(a,b,i) € 1
9 ELSE ELSE
10  Correct(a,b,i) €0 Correct(a,b,i) € 0
11 ENDIF END IF
Ilthe set of user b’s recommendations using (4) /lthe set of user b’s recommendations using (4)
12 RecSet(b)< Y.(Correct(a, b, i)) RecSet(b) €< Y.(Correct(a, b, i))
IIthe set of user b’s correct recommendations using (5) /Ithe set of user b’s correct recommendations using (5)
13 CorrectSet(b) € Y:(Correct(a, b, i)) |Correct(a,b,i) = =1) CorrectSet(b) < Y.(Correct(a, b, )) |Correct(a,b,i) = =1)
14 END FOR END FOR
15 ENDFOR END FOR
/ICompute user-user trust TDMR(a,b) using (8) /ICompute user-user trust TDMC(a,b) using (8)
16 TDMR(a,b) € CorrectSet(b) / RecSet(b); TDMC(a,b) € CorrectSet(b) / RecSet(b);
17 END FOR END FOR
/ICompute Rating Prediction (RPMR) based on rating trust ~ //Compute Rating Prediction (RPMR) based on check-in trust
(TDMR) using (10) (TDMC) using (10)
18 For each user a in UPRM Do For each user a in UPRM Do
19  For each POI x in UPRM Do For each POI x in UPRM Do
20 IF (UPRM(a, x) = = empty ) THEN IF (UPRM(a, X) = = empty ) THEN
21 numerator € 0 numerator € 0
22 denominator < 0 denominator € 0
23 Foruser b in UPRM Do For user b in UPRM Do
24 IFb#aAND isNeighbor(a, b) THEN IF b #a AND isNeighbor(a, b) THEN
/b is a neighbor of a /b is a neighbor of a
25  numerator € numerator + (Rate(b, x) - meanRate(b)) * numerator = numerator + (Rate(b, x) - meanRate(b))* TDMC(a, b);
TDMR(a, b)
26  denominator € denominator + TDMR(a, b) denominator = denominator + TDMC(a, b)
27 ENDIF END IF
28 END FOR END FOR
29  IF denominator # 0 THEN IF denominator # 0 THEN
30 RPMR(ax) € meanRate(a) + (numerator / denominator) RPMC(a,x) € meanRate(a) + %
31 ELSE ELSE
32 RPMR(a,x) € meanRate(a) RPMC(a,x) € meanRate(a)
33 ENDIF END IF
34 ENDIF END IF
35 ENDFOR END FOR
36 END FOR END FOR
37 END END

The first algorithm, denoted user-user trust computation (UUTC), integrates the STR approach and
the STC approach to calculate similarities based on ratings and check-ins. For this reason, the UUTC
algorithm takes as input the UPRM of size n x m (where n is the number of users and m is the number of
POIs) to compute the TDM based on ratings (TDMR) of size n x n (where n is the number of users). This
same Algorithm 2 uses the user-POI check-in matrix (UPCM) of size n x m (where n is the number of users
and m is the number of POIs) as input to compute the TDM based on check-ins (TDMC) of size n x n.

After filling the two derivation matrices, TDMR and TDMC, this algorithm can calculate the
prediction matrices of size n x m (where n is the number of users and m is the number of POIs), referred to as
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rating prediction matrix based on ratings (RPMR) and rating prediction matrix based on check-ins (RPMC),
as indicated in Algorithm 1 above.

To mitigate cold start issues and data sparsity, the PRCT model can utilize the user-user trust
propagation (UUTP) algorithm to enhance the TDMR and TDMC matrices using the principle of
propagation. This algorithm increases the density of TDMR and TDMC matrices by leveraging indirect trust
links between users to obtain the propagated trust matrix based on ratings (PTMR) matrix of size n x n
(where n is the number of users) and propagated trust matrix based on check-ins (PTMC) matrix of size n x n
(where n is the number of users), as indicated in Algorithm 2.

Algorithm 2. User-User Trust Propagation

Rating Based Check-in Based
INPUT TDMR: Trust Derivation Matrix based on Rating TDMC: Trust Derivation Matrix based on Check-in
OUTPUT PTMR: Propagated Trust Matrix based on Rating PTMC: Propagated Trust Matrix based on Check-in
BEGIN /ICompute user-user trust propagation with one intermediate user using (11)
2 For each user a in TDMR Do For each user a in TDMC Do
3 For each user ¢ in TDMR Do For each user ¢ in TDMC Do
4 IF (TDMR(a, ¢) = = empty) THEN IF (TDMC(a, ¢) = = empty) THEN
//Search for all possible intermediate users b
5 For each user b in TDMR Do For each user b in TDMC Do
6 IF (TDMR(a,b) AND TDMR(b,c)) THEN IF (TDMC(a,b) AND TDMC(b,c)) THEN
7 PTMR(a, c)& (commonRate(a,b) * TDMR(a,b) + PTMC(a,c)< (commonCheck(a,b) * TDMC(a,b) +
commonRate(b,c) * TDMR(b, c))/ commonCheck(b,c) * TDMC(b,c))/
(commonRate(a,b) + commonRate(b,c)) (commonCheck(a,b) + commonCheck(b,c))
8 END IF END IF
9 END FOR END FOR
//1f there are multiple intermediate users b, perform aggregation
10 IF (length(PTMR(a,c)) > 1) THEN IF (length(PTMC(a,c)) > 1) THEN
11 PTMR(a,c) € mean(PTMR(a,c)) PTMC(a,c) € mean(PTMC(a,c))
12 END IF END IF
13 END FOR END FOR
14 END FOR END FOR

3.2. Functioning of the PRCT model
Figure 1 illustrates how the PRCT model works, which is based on four main steps, summarized as
follows,

a.  After filtering the review.js file from the Yelp dataset to extract only the ratings and check-ins, the
UUTC algorithm calculates the trust between users derived from (1) ratings, referred to as STR, and (2)
the similarity inferred from check-ins, referred to as STC.

b. The PRCT model can ignore the propagation principle and proceed directly to the prediction
calculations. This process is performed without using the UUTP algorithm.

¢c. The PRCT model can adopt the propagation principle (two hops) to further enrich the content of the
similarity matrices between users. These matrices are calculated using the UUTP algorithm.

d. Calculate predictions based on the similarity matrices between users derived from the propagation
principle.

| Yelp Dataset ( ) ‘ ;
‘ Rating POI Matrix | Check-in POI Matrix |

STR 44:

Propagation

UUTC Algorithm (2) UUTP Algorithm
1) (3)

User-User Matrix Propaged User-User Matrix
| (4)

Prediction POl Matrix

Figure 1. Functional description of the PRCT model
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3.3. Evaluation of the PRCT model

In Figure 2, we explain how to evaluate the PRCT model by comparing these two approaches (STR
and STC) with other types of approaches from the literature, such as (1) Pearson similarity [25], (2) Jaccard
similarity [26], (3) Cosine similarity [27], and (4) trust-based similarity defined by O'Donovan [20].

l Yelp Data set ( ) } .
L1 A1
Rating POl Matrix Check-in POl Matrix
LR LTRTETN - 205% for testing | | 20% for testing REMERGIRTETI TS
| 1.2 i .
o 3 o L
. STR SPR SCR SOR_J _STC sPC L 5CC s0c
) 1.3 ' 3
| User-User Matrix L | User-User Matrix | J
15 Propagation 1.4 4 Propagation L5
Propaged User-User Matrix | | Propaged User-User Matrix | I.
- 6 1.6 1.6 e 1.6 16
Prediction Rating POI Matrix [ | Prediction Rating POI Matrix
1.7 .z
Evaluation metrics: RMSE, PRECISION & RECALL Evaluation metrics: RMSE, PRECISION & RECALL

Figure 2. Description of the evaluation process for the PRCT model

Figure 2 consists of two parts: the first part addresses ratings and comprises 7 main steps (from 1.1
to 1.7 in Figure 2), while the second part focuses on the utilization of check-ins and also includes 7 main steps
(from 11.1 to 1.7 in Figure 2). Each step of this model is described using the data it manipulates and the
algorithms it employs. These steps can be divided into two categories as follows,

Part I: Evaluation of our STR approach based on ratings,

I.1. Filter the Yelp dataset to extract only the ratings made by users on the POIls, and then split this dataset
into two parts: 80% for model training and 20% for experimental testing.

1.2. Introduce the training part (80% of the Yelp dataset of ratings made by users on the POIs) as input for
calculating the similarities between users using the STR approach.

1.3. Calculate the similarities between users using five types of similarities: (1) STR similarity, (2) Pearson
similarity derived from ratings, noted similarity Pearson rating (SPR), (3) Jaccard similarity from ratings,
noted similarity Jaccard rating (SJR), (4) Cosine similarity from ratings, noted similarity Cosine rating
(SCR), and (5) trust-based similarity defined by O'Donovan from ratings, noted similarity O'Donovan rating
(SOR).

1.4. Ignore the propagation principle.

1.5. Use the propagation principle (two hops) to further enrich the content of the similarity matrices between
users.

1.6. Calculate predictions from the 20% of the dataset reserved for testing using the similarity matrices
between users, obtained through STR, SPR, SJR, SCR, and SOR, which incorporate the similarity
propagation principle with or without hops.

1.7. Evaluate the predictions calculated in 1.6 using the RMSE and Precision/Recall parameters.

Part 11: Evaluation of our STC approach based on check-ins,

11.1. Filter the Yelp dataset to extract only the check-ins made by users at POIs, then split this dataset into
two parts: 80% for model training and 20% for experimental testing.

11.2. Introduce the training part (80% of the Yelp dataset of check-ins made by users on the POIs) as input for
calculating the similarities between users using the STC approach.

11.3. Calculate the similarities between users using five types of similarities: (1) STC similarity, (2) Pearson
similarity derived from check-ins, denoted as similarity Pearson check-in (SPC), (3) Jaccard similarity from
check-ins, denoted as similarity Jaccard check-in (SJC), (4) Cosine similarity from check-ins, denoted as
similarity cosine check-in (SCC), and (5) the trust-based similarity defined by O’Donovan, which we have
adapted to the context of check-ins (see Algorithm 3), denoted as similarity O’Donovan check-in (SOC).

Indonesian J Elec Eng & Comp Sci, Vol. 40, No. 2, November 2025: 814-828



Indonesian J Elec Eng & Comp Sci ISSN: 2502-4752 a 821

11.4. Ignore the principle of propagation.

11.5. Use the principle of propagation (two hops) to further enrich the content of the similarity matrices
between users.

11.6. Calculate predictions from the 20% of the dataset reserved for testing using the similarity matrices
between users, obtained via STC, SPC, SJC, SCC, and SOC, which incorporate the principle of similarity
propagation with or without hops.

11.7. Evaluate the predictions calculated in 11.6 using the RMSE and Precision/Recall parameters.

Algorithm 3. O’donovan trust computation adapted for check-in data
INPUT: UPCM: User-POI check-in matrix
OUTPUT: TProfile: Trust profile matrix based on check-in
Var: PC, distance, Correct € empty lists
1 BEGIN
2 For each user b in UPCM Do
3 For each user a in UPCM AND a # b Do
4 For each POl i in UPCM Do
/[Compute predict check-in PC(a,b,i) using (2)
5 PC(a,b,i) € meanCheck(a) + Check(b,i) — meanCheck(b)
/ICompute Correct(a,b,i) function using (3)
6 distance(a,b,i) €< | Check(a, i) - PC(a,b,i) |
7 IF (distance(a,b,i) = =0) THEN
8 Correct(a,b,i) € 1
9 ELSE
10 Correct(a,b,i) € 0
11 END IF
Ilthe set of user b’s recommendations using (4)
12 RecSet(b) < Y (Correct(a, b, i))
/lthe set of user b’s correct recommendations using (5)
13 CorrectSet(b)€ Y:(Correct(a, b, i)) |Correct(a,b,i) = =1)
14 END FOR
15 END FOR
/ICompute Profile-Level Trust TProfile(a,b) using (6)
16 TProfile(a,b) € CorrectSet(b) / RecSet(b);
17 END FOR
18 END

To calculate the parameters (RMSE, Precision, And Recall) for comparing the PRCT model (STR
and STC) with other approaches (Jaccard, Cosine, PCC, and O’Donovan), we used the Yelp dataset
described in Table 1 and a series of hyperparameters defined in Table 2. This dataset contains user
interactions with the POIs through ratings and check-ins, and these hyperparameters concern the settings to
be adopted for all comparisons made in section 4.

To assess the performance of the PRCT model, we employed the previously described dataset and
hyperparameters (see Table 1 and Table 2), using RMSE, Precision, and Recall as evaluation metrics. First,
RMSE was applied to measure the accuracy of rating predictions produced by the two PRCT variants-STR
and STC-and to compare their performance with existing POl recommendation methods in the literature.
Then, Precision and Recall were used to gain deeper insights into the quality of the recommendations
generated by both variants. To compute these metrics, we loaded the Yelp review dataset, extracted key
attributes (user 1D, business ID, star ratings, and comments), and filtered the data based on specific user and
rating criteria. Following preprocessing, the dataset was split into training and test sets, and trust matrices
were constructed from both rating and check-in information (see Figure 3).

Table 1. Description of data set Yelp

Field Value Explanation
User_ID integer  The identifier assigned to a given user
POL_ID integer  The identifier assigned to a given POI
Rating_User_POlI 1.5 The rating given by a user to a POI

Check-in_User_POI 0/1 The check-in made by a user on a POI

Table 2. List of the PRCT hyperparameters

Hyperparameter ~ Value Explanation
€ 0.9 The trust threshold
Nhop 2 The number of hops (propagation)
Minter 1 The number of intermediate users (propagation)
Tirain 80%  The train subset
Thest 20%  The test subset

Improving recommendations with implicit trust propagation from ratings and check-ins (Sara Medjroud)
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Figure 3. Preprocessing, feature selection, and trust matrix computation from the yelp review dataset using
ratings and check-ins

Once the trust matrices are computed, we proceed to predict user ratings, followed by an evaluation
of the results using RMSE, Precision, and Recall (see Figure 4).

4. RESULTS AND DISCUSSION

In this section, a comparison between the variants of the PRCT model is made using the Yelp
dataset divided into two parts: 80% for training and 20% for testing. Then, the STR, STC, SOR, and SOC
algorithms use this training set to construct the trust matrices of the PRCT model and predict the ratings of
the POls in the testing set. The performance of this model is evaluated using the RMSE [28] and Precision
[29]/Recall [30] metrics to estimate the accuracy of the POI recommendations. The PRCT model is then
compared to other POI recommendation models using different similarities such as Jaccard, Cosine, and
Pearson. Finally, a study on the impact of propagation on sparsity [31] and the quality of recommendations is
conducted on the trust matrices of the PRCT model and the prediction matrices.

Figure 4. Rating prediction and evaluation based on trust matrices
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4.1. Comparison between the variants of the PRCT model

In this subsection, we compare the different variants of the PRCT model, such as the STR/STC
approaches with or without propagation, and the two approaches SOR and SOC. Table 3 illustrates that RSs
based on trust inferred from user ratings generally achieve better performance in terms of RMSE, Precision,
and Recall compared to those relying on trust derived from check-ins. However, the application of trust
propagation, while helpful in addressing sparsity issues, appears to negatively impact the overall accuracy of
the recommendations.

In Table 3, we observe that the prediction algorithm based on ratings, called STR, outperforms the
STC, STR algorithms with propagation, and STC without propagation in terms of Precision and Recall.
Additionally, it is noteworthy that the STC and STR approaches (with or without propagation) of the PRCT
model outperform the traditional approach of O'Donovan, which also utilizes ratings and check-ins, in terms
of Precision and Recall.

Table 3. Comparison between the variants of the PRCT model using Avg Precision, Avg Recall, and Avg F1
(Avg = Average)

Approach Avg Precision Avg Recall Avg F1 Score
STR 0,91542 0,65369 0,76273
STC 0,91332 0,65040 0,75976
STR with propagation 0,91098 0,64097 0,75249
STC with propagation 0,90827 0,63913 0,75029
SOR 0,90827 0,63913 0,75029
SOC 0,90827 0,63913 0,75029

4.2. Comparison without propagation between the PRCT model and other types of user-user similarities

In this subsection, we compared the STR approach of the PRCT model with the other approaches
SPR, SCR, SJR, and SOR without incorporating the principle of propagation. Next, we also conducted a
comparison between the STC approach of the PRCT model and the approaches SPC, SCC, SJC, and SOC
without incorporating the principle of propagation. Finally, we summarized the results obtained from these
comparisons.

4.2.1. Comparison between STR and the approaches SPR, SCR, SJR, and SOR

In Table 4, we observe that the SPR approach outperforms all rating-based approaches in terms of
RMSE and Recall; however, the STR approach of the PRCT model appears to be better in terms of Precision.
Table 4 supports our claim that the proposed trust-based approach (STR) outperforms the similarity-based CF
method in terms of accuracy, as evidenced by higher Precision and Recall values.

Table 4. Comparison between STR and the SPR, SCR, SJR, and SOR approaches using Avg RMSE, Avg

Precision, and Avg Recall
Type of Similarity Avg. RMSE Avg. Precision Avg. Recall

STR 0,9440 0,9154 0,6537
SPR 0,8866 0,9131 0,6577
SCR 0,9170 0,9133 0,6504
SR 0,9234 0,9118 0,6482
SOR 0,9420 0,9083 0,6391

4.2.2. Comparison between STC and the approaches SPC, SCC, SJC, and SOC

In Table 5, we observe that the SPC approach outperforms all approaches based on check-ins in
terms of RMSE and Recall; however, the SCC approach appears to be better in terms of Precision. Table 5
demonstrates that the proposed check-in-based approach (STC) outperforms the profile-level methods
inspired by O’Donovan in terms of both Precision and Recall.

4.2.3. Summary of comparison between the PRCT model and other types of similarities
In Table 6, we observe that overall, the approaches based on check-ins demonstrate better
performance than those based on ratings, in terms of RMSE, Precision, and Recall.
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4.3. Comparison with propagation between the PRCT model and other types of user-user similarities

In this subsection, we examined the impact of propagation on the PRCT model and other approaches
such as SPR, SCR, SJR, SOR, SPC, SCC, SJC, and SOC. We then conducted a comparison of these
approaches in terms of RMSE, Precision, and Recall. Finally, we summarized the results obtained from these
comparisons.

Table 5. Comparison between STC and the SPC, SCC, SJC, and SOC approaches using Avg RMSE, Avg
Precision, and Avg Recall
Type of Similarity Avg. RMSE Avg. Precision Avg. Recall

STC 0,9465 0,9133 0,6504
SPC 0,8256 0,9193 0,6578
SCC 0,9212 0,9200 0,6528
SJC 0,9263 0,9180 0,6493
SoC 0,9428 0,9083 0,6391

Table 6. Summary comparison between the PRCT model and other types of similarities using Avg Rmse,

Avg Precision, and Avg Recall
Type of Similarity Avg RMSE Avg Precision Avg Recall

STR 0,9440 0,9154 0,6537
SPR 0,8866 0,9131 0,6577
SCR 0,9170 0,9133 0,6504
SR 0,9234 0,9118 0,6482
SOR 0,9420 0,9083 0,6391
STC 0,9465 0,9133 0,6504
SPC 0,8256 0,9193 0,6578
SCC 0,9212 0,9200 0,6528
SJC 0,9263 0,9180 0,6493
SOC 0,9428 0,9083 0,6391

4.3.1. Study of the impact of propagation on sparsity

In Table 7, we observe that the "SCR with propagation" and "SJR with propagation" approaches
display the highest density levels for both the similarity matrices and the prediction matrices. There are two
types of propagation: one based on ratings and the other on check-ins. It is observed that trust propagation is
more effective with check-ins (STC) than with similarity-based approaches (SPC, SCC, SJC). On the other
hand, in the case of ratings, propagation methods based on similarity (SCR and SJR) outperform the trust-
based approach (STR).

Table 7. Effect of propagation on the sparsity of similarity and prediction matrices
Type of Similarity  AVG Sim Matrix Sparsity AVG Prediction Sparsity

STR with propagation 16,2218 19,2890
SPR with propagation 25,8464 45,0272
SCR with propagation 15,0845 8,4727
SJR with propagation 15,0845 8,4727
STC with propagation 16,1745 14,3736
SPC with propagation 36,2918 79,2718
SCC with propagation 21,8464 22,6063
SJC with propagation 24,4845 13,1672

4.3.2. Comparison of approaches with and without propagation

In Table 8, we observe that, generally, the approaches with propagation decrease the performance of
the RS in terms of RMSE, Precision, and Recall. However, some approaches, such as SCC and SJC, prove to
be more robust than others. For example, propagation has no impact on the SCC approach in terms of RMSE,
Precision, and Recall, while the SJC approach remains stable in terms of Recall.

4.3.3. Summary of comparisons

In Table 9, we observe that propagation in check-in-based approaches provides better performance
than in rating-based approaches, in terms of RMSE, Precision, and Recall. However, propagation in rating-
based approaches results in better outcomes regarding the sparsity of the similarity and prediction matrices
compared to check-in-based methods.
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Table 8. Effect of propagation on Avg RMSE, Avg Precision, and Avg Recall
Type of Similarity Avg RMSE Avg Precision Avg Recall

STR 0,9440 0,9154 0,6537

STC 0,9465 0,9133 0,6504

SPR 0,8866 0,9131 0,6577

SCR 0,9170 0,9133 0,6504

SR 0,9234 0,9118 0,6482

SPC 0,8256 0,9193 0,6578

SCC 0,9212 0,9200 0,6528

SJC 0,9263 0,9180 0,6493

AVG without propagation 0,9113 0,9155 0,6525
STR with propagation 0,9751 0,9110 0,6410
STC with propagation 0,9737 0,9083 0,6391
SPR with propagation 0,9199 0,9086 0,6500
SCR with propagation 0,9433 0,9083 0,6391
SJR with propagation 0,9496 0,9074 0,6405
SPC with propagation 0,8301 0,9162 0,6516
SCC with propagation 0,9212 0,9200 0,6528
SJC with propagation 0,9490 0,9106 0,6493
AVG with propagation 0,9327 0,9113 0,6454

Table 9. Comparison between rating-based approaches and check-in-based approaches
Type of Similarity Avg RMSE Avg Precision Avg Recall Avg Sim Matrix Sparsity Avg Prediction Sparsity

STR with propagation 0,9751 0,9109 0,6410 16,2218 19,2890
SPR with propagation 0,9199 0,9086 0,6500 25,8464 45,0272
SCR with propagation 0,9433 0,9083 0,6391 15,0845 8,4727
SJR with propagation 0,9496 0,9074 0,6405 15,0845 8,4727
AVG_STR,SPR,SCR,SJR  0,9469 0,9088 0,6426 16,1745 20,3154
STC with propagation 0,9737 0,9082 0,6391 16,1745 14,3736
SPC with propagation 0,8301 0,9162 0,6516 36,2918 79,2718
SCC with propagation 0,9212 0,9200 0,6528 21,8464 22,6063
SJC with propagation 0,9490 0,9106 0,6493 24,4845 13,1672
AVG_STC,SPC,SCC,SJC 09185 0,91376 0,6482 24,6993 32,3547

4.4. Global summary and discussion of results

In summary, the approaches based on check-ins provide superior performance in terms of RMSE,
Precision, and Recall compared to those based on ratings. However, while propagation enhances the sparsity
of the matrices, it does not always lead to significant improvements in terms of Precision and Recall.
Approaches like SCC and SJC stand out for their robustness and stability in the face of propagation, making
them particularly valuable in certain use cases.

The proposed approach is particularly well-suited for the context of exploring a new city, especially
when the user and point of interest (POI) database is still being developed. However, several important
limitations must be considered. First, ratings and check-ins can be deliberately biased by certain users, which
may affect the reliability of the inferred trust. Second, leveraging check-in history requires permission to
share personal data, raising privacy concerns. Finally, the approach involves a certain level of computational
complexity, particularly related to the dynamic updating of trust matrices when a new user or POI is added to
the system. This may impact performance in rapidly changing environments.

5. CONCLUSION

In this paper, we proposed and studied the model PRCT to enhance POl recommendations in
LBSNs by leveraging the implicit trust between users, inferred from their interactions with POIs through
ratings and check-ins. Our main objective was to explore the impact of trust propagation on the accuracy and
quality of recommendations, particularly in scenarios characterized by sparse similarity matrices. The results
obtained from the Yelp dataset indicate that the rating-based approach (STR) of the PRCT model generally
outperforms other variants in terms of Precision and Recall. However, the check-in-based approach of the
PRCT model (STC) demonstrate particularly strong performance in terms of RMSE, providing greater
robustness in the process of recommending POIs. Moreover, while trust propagation enhances the density of
similarity matrices, it does not always lead to significant improvements (Precision parameter), except in
certain cases where it is well-managed, such as with the SCC and SJC approaches. Overall, this article
demonstrates the effectiveness of trust propagation in enriching similarity matrices, mitigating data sparsity
and improving recommendation reliability. However, it is crucial to carefully adjust the propagation methods
and select the most suitable approaches to maximize recommendation performance.
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Future work could focus on optimizing these parameters as well as may explore hybrid approaches
that integrate various similarity measures based on user interactions, such as ratings and check-ins, while
fusing different trust sources to better capture user intent. Additionally, incorporating richer contextual
information: such as temporal dynamics, user profiles, or real-time behavioral signals: could further
personalize recommendations and increase their relevance in dynamic environments like LBSNSs.

In practical applications, this work could benefit POl-based services in tourism, local business
discovery, and smart city services, where trust and context-aware recommendations play a pivotal role in
enhancing user satisfaction. Moreover, in scenarios like sparse trust matrices or cold-start problems, trust can
be effectively inferred from user ratings or check-ins, enabling the generation of more personalized and
accurate recommendations. Our findings confirm that adaptive trust propagation strategies can improve
recommendation robustness and help mitigate the challenges posed by data sparsity.
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