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Abstract 
Compressed sensing (CS) is a kind of sampling method based on signal sparse property, it can 

effectively extract the signal which was contained in the message. In this study, a new noise speech 
enhancement method was proposed based on CS process. Voice sparsity is used to this algorithm in the 
discrete fast Fourier transform (Fast Fourier transform, FFT), and observation matrix is designed in 
complex domain, and the noisy speech compression measurement and de-noising are made by soft 
threshold, and the speech signal is sparsely reconstructed and restored by separable approximation 
(Sparse Reconstruction by Separable Approximation, SpaRSA) algorithm, speech enhancement is 
improved.  Experimental results show that the denoising compression reconstruction is made for the noisy 
signal in the algorithm, SNR margin is improved greatly, and the background noise can be more effectively 
suppressed. 
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1. Introduction 

Speech is an unsteady, time-varying signal. Transmission of information by voice is one 
of mankind's most important and most commonly used form of information exchange. Typically, 
researchers understand the speech signal in relatively clean condition, and make various signal 
processing. But in real life, voice is inevitably affected by ambient noise and the quality and 
intelligibility of speech signals can been severely affected because of the presence of noise.  
Under the impetus of this real need, as early as the 1960s, the subject of speech enhancement 
is an important branch of speech signal processing, and has attracted people's attention; Since 
1970s, the climax of a study had been formed and some basic results had been obtained. 
Currently, speech enhancement methods are spectral subtraction, Weiner filtering, Kalman 
filtering, and subspace enhancement, wavelet transform, and the other improved algorithm of 
the enhancement [1]. 

Speech enhancement is an important voice processing technology, and has been 
widely used in speech recognition, speech coding, speech synthesis and other areas. Speech 
enhancement aims are to extract as pure original speech from noisy speech. However, due to 
the noise signals are generated randomly, and there is almost impossible to completely 
eliminate noise. Therefore, the actual speech enhancement objectives are to improve speech 
clarity, improve voice quality; improve speech intelligibility [2], and to facilitate the listener to 
understand. 

The traditional Nyquist sampling theorem requires to meet that the sampling rate is not 
less than twice the highest frequency of the signal. With the development of signal processing 
technology and the surge in the amount of data processed, this sampling method has been far 
from the requirements to keep up with the high-speed signal processing.  In 2006, Donoho 
proposed compressed sensing (Compressed sensing, CS) theory [3, 4]. When the signal has a 
sparse nature, its sparse features can been used, and the number of points, which are less than 
the signal sampling points, can be approximated to restore the original signal. This theory has 
greatly promoted the process of signal processing theory, and there are broad prospects on 
application. Currently, compressed sensing theory have a very good application in compressed 
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image, converting analog information, bio-sensing, signal detection and classification, wireless 
sensor networks, data communications and geophysical data analysis and other fields [5,6]. 

Compressed sensing theory can also be applied to voice signals. Speech signal has on 
sparsity in some transform domain, as Fourier Transform (FFT), DCT transformation, but there 
is not much research, and is still at an initial stage in the current compressed sensing of the 
voice signal processing.  Grifin has applied  the CS theory  in multi-channel audio signal 
processing [7], Giacobello has applied the CS theory  in  speech coding [8], Sreenivas and 
Kleijn considered [9] that th CS application in speech signal has not been developed, and 
research fields of the speech sparsity and sparse degrees is not enough depth, and, because 
the calculation of basic CS computation is very large, how  the reconstructed  perceptual 
characteristics of the speech signal, and how their calculative  amount  size is , but also these 
are need to focus on the practical application considerations.  In China Nanjing Posts and 
Telecommunications  University, the CS theory  are combined with voice signals [10-17] to carry 
out a study on the observation matrix, sparse transformative matrix, voice activity detection, 
speech recognition systems and other aspects of anti-noise. All these indicate that CS theoryare   
combined with speech signal processing technology, and these are extensive research 
prospects. 

Speech signal is a special signal, how to use the characteristics of the speech signal 
itself, looking for better voice signal sparse transform methods to get higher signal to noise ratio, 
and it would have to study the contents of this article. In this paper, a noisy speech 
enhancement method is researched by compressed sensing theroy, and the signal de-noising is 
combined with sparse signal reconstruction in the study,  testing  results are favorable through a 
variety of noise environments. 
 
 
2. Signal Reconstruction Algorithm Design 

In practical engineering applications, pending signals are generally contaminated to 
varying degrees by all kinds of noise. Noisy signal is not strictly sparse signals, but it is still a 
compressible signals. In existing compressed sensing theory, the fundamental basis for 
restoring the signal is that the signal decomposition coefficients are sparse in a transform 
space, but the presence of noise may destroy the signal sparsity in space. When the 
optimization methods are used to restore the signal, if a single sparsity constraint principle is 
used in the noisy signal, the original sparse signal can not been effectively restored. The other 
effective methods  can been still used to restore the signal  by compressed sensing theory, and 
the main difference lies in the different forms, and the objective function is optimized to set  
parameter in  the recovery process, and  the recovery effect signals are not the same with 
different optimization objective function. 

When the signal and noise are unknown, the problem boils down to find the sparse 
solution with constrained quadratic programming (BSQP) problem. 
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Which soft threshold shrink operations are [20]: 
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3. Iteration termination condition 
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Iteration is terminated. 

4. Observation matrix   design 

Sparse representation is using Fourier transform basis matrix , the observation matrix: 
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5. ym (i), sm (i) and dm (i) denote respectively the noisy speech, clean speech and additive 

noise in the i-th  time of the m-th frame . Assuming that pure voice signal is uncorrelated 
with noise. 
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FFT transform of the above equation are: 
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Wherein, Ym (ω), Sm (ω) and Dm (ω) denote the FFT transform of the vector ym, sm and dm. 

By compressed sensing (
TA  ) soft thresholding an denoising, speech spectrum: 
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Speech sigal is reconstructed. 

 
 
3. Experimental Test Evaluation 

Background noise is selected from AURORA library [22] and Noisex-92 database [23], 
pure voice "the birch canoe slid on the smooth planks" comes from File sp01.wav, the sampling 
frequency is fs = 8kHZ. In the course of the speech frame, frame size takes 25ms, ie, frame 

length M = [0.25fs] point, frame-shift is 2

M

. 
Using SNR 
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It is used to quantitatively analyze the effect of de-noising algorithm. Objectively,  this 

algorithm is improved  an its  performance is analyzed comprehensively from the several 
aspects of  the speech waveform, spectrogram, SNR, segmental SNR (Time-domain segmental 
SNR, -10 <SNRseg <35dB), perceived voice quality assessment [24, 25] (Perceptual evaluation 
of speech quality, 1 <PESQ <4.5) and intelligibility fAI [26, 27] . 

Experiment 1: the selected noise source is  White Noise (white), and it  is mixed in the 
voice frequency band, the algorithm can take the expected results. Figure 1 shows the  contrast  
results of the speech enhancement before and after using the  compressed sensing method. 

 
 

 
 

Figure 1. SNR=5dB, Results were Compared before and after the Compressed Sensing Speech 
Enhancement 

 
 

Left part of the figure are the time domain waveforms, the right part are the 
spectrogram,  and the original voice, white noise (white), noisy speech and enhanced speech is 
respectively from the top to down. Calculating SNR SNRin=5dB before noisy speech 
enhancement, the filtered signal to noise ratio SNRout=8.4dB. After taking the white noise, the 
speech enhancemen SRN efficiency: 
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The efficiency has improved 68.00% in the compressed sensing algorithm.  Segmented 

SNR， perceived speech quality (PESQ) is respectively from -2.13dB, 1.77 up to 3.51dB, 1.90.  

fAI is little improvement, it is respectively 0.44,0.35  before and after the enhanced. 
Experiment 2: Speech is enhanced by this paper compressed sensing method, and 

different noise in the background is loaded with the speech: White Noise (white), pink noise 
(pink), aviation noise (f16), factory noise (factory) and the noise of people (babble).If SNR 
comparison of SNR = 5dB, the contrast results in the speech waveform and spectrogram are 
shown in Figure 2, to examine the real-time tracking results of the algorithm. 

 
 

 
 

Figure 2. SNR=5dB, the Waveform and Spectrogram Comparison of Speech Enhancement 
Method under Same Voice and Different Noise 

 
 

Left part of the figure are the time domain waveforms, the right part are  the 
spectrogram, and the original voice, mixed noise, noisy speech and enhanced speech is 
respectively from the top to down. Calculating SNR SNRin=5dB before noisy speech 
enhancement, the filtered signal to noise ratio SNRout=7.95dB. After taking the mixed noise, 
the speech enhancemen SRN efficiency. 
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The efficiency has improved 59.00% in the compressed sensing algorithm.  Segmented 

SNR is increased from -1.87dB to 2.33dB, and perceived speech quality (PESQ), fAI is 
respectively from 1.98dB, 0.43 up to 1.90dB, 0.31. 

 
 
4. Conclusion and Outlook 

A soft-threshold noisy speech enhancement method is researched in this paper, and 
the sparse representation of the speech signal is designe in the fast Fourier transform. The 
observation matrix is a complex matrix design in formula (7). Reconstruction of signal 
compression is combined with the approximation sparse reconstruction (Sparse Reconstruction 
by Separable Approximation, SpaRSA) method in the separation of the first-order norm an the 
second-order-norm. Experimental results show that speech is not largely  improved by the 
PESQ, fAI evaluation in  the proposed algorithm, but noisy signal compression reconstruction 
and  signal to noise ratio can been improved by a big margin, and the background noise can 
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been more effectively suppresse. This opens up new avenues for speech enhancement 
methods, and a new vision has been explored in the speech sparse sampling and 
reconstruction, and there is an attractive prospect. 
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